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ABSTRACT 

The significance of iron rolling production is temperature control in the reheating furnace. The 

problem is that if the temperature in the furnace is overheat during production plan of iron, it cause 

excessive energy consumption. Moreover, the experience – based adjustment of the worker may affect 

to the change physical of characteristics of the furnace which directly effect to the quality of the 

product. In this study, we apply mathematical model to express the behavior of the change of 

temperature in furnace, estimate and compare the parameters of the mathematical model by using 

Levenberg Marquardt algorithm and Nelder - Mead algorithm. The results show that although the error 

from both algorithms are not different but the performance of the Levenberg Marquardt algorithm is 

better than Nelder - Mead algorithm due to the cost of computational. 
Keywords: Reheating furnace Pusher type, Levenberg Marquardt algorithm, Nelder - Mead 

algorithm 

1. INTRODUCTION 

 The iron rolling industry is important in the 

manufacture of iron especially in construction 

business. The factory A have a 24 hours production 

plan which will proceed as follows : the production 

started from 08. 00 a. m.  and ceased production 

during 06.30 p.m. - 09.30 p.m. due to the high cost 

of electricity and reducing the fuel, which is one 

cost of production, but there is still working to 

prepare for production at 09:30 p.m.  For heating 

process the factory uses the reheating furnace 

pusher type to make the steel soft and easy to iron. 
The structure of reheating furnace pusher type 

consists of three zones as shown in figure 1.  The 

first is the preheating zone which is responsible for 

removing moisture from the iron. The next zone is 

the heating zone.  In this zone, there are 6 burners 

which serve directly heat the iron around 1120 - 
1200 degrees Celsius. And the last zone is soaking 

zone.  There are also 6 burners like heating zone. 
The temperature in this zone is around1150-1250 

degrees celsius. 
 

 
Figure 1. Reheating furnace Pusher type [4]. 
 

 The process of reheating furnace pusher 

type divided into 3 processes which are the iron 

rolling process, which will be working during 

08.00 a.m. – 06.30 p.m. After that, it will be reheating 

furnace process consume time during 06.30 p.m. – 
09.00 p.m. In 09.00 p.m. – 09.30 p.m., it is 

accelerating process for the steel ready for the iron 

rolling. The process is shown in figure 2. 
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Figure 2. The process of reheating furnace pusher 

type. 
 

 The problem is that the temperature inside 

the reheating furnace overheats before 09.30 p.m. 
that causes energy consumption. In 2010 Srisertpol 

J. et. al. studied the mathematical model in the state-
space model of reheating furnace walking hearth 

type to design open or close burners with the desire 

heating curve up.  In 2012 Pongam T.  et al used 

genetic algorithm to estimate the parameter of the 

reheating furnace from fuel flow rate and 

temperature response.  In 2018 Silaon S.  and 

Wongsrisai S.  applied the mathematical model of 

reheating furnace pusher type and simulated the 

system of reheating furnace to find the setting 

temperature in soaking zone.  The result was that 

the appropriate temperature of the soaking zone 

should be 950 ℃  to 1150 ℃  at 9. 30 pm.  The 

reheating furnace pusher type has been used for a 

long time which affects the temperature control 

within the reheating furnace and the parameters 

used in the mathematical model to control the 

temperature have been a change.  In this work, we 

study the mathematical model of reheating furnace 

pusher type and applied Levenberg  Marquardt 

algorithm and Nelder - Mead algorithm to estimate 

the parameters according to the actual 

temperatures to compare the performance in 

reheating furnace process. 
 

 

 

2.  MATHEMATICAL MODEL AND 

METHODS 

 The mathematical model used in this work 

based on the basic heat transfer theory S.  Silaon 

and S.  Wongsrisai was applied the mathematical 

model[4] to the furnace as shown in figure 3. 
Zone 1 – Heating zone 

 

 
Figure 3. The thermal system at heating zone. 
 

The mathematical model described the thermal 

system at heating zone can be written as equation 

(1) 

 
1

1 2 1 1 1.dist burner

dT
C q q q q

dt
      (1) 

Mathematical formula for the thermal resistance of 

heat flow rate between heating zone and 

surrounding can be written in equation (2) 

1 1 0

1

1
( ) .q T T

R
     (2) 

And the thermal resistance of heat flow rate 

between heating zone and soaking zone can be 

described in equation (3) 

2 2 1

2

1
( ) .q T T

R
     (3) 

The equation of combustion is shown in equation 

(4) 

      1 1 ,burnerq N vLHV    (4) 
where   

1C is thermal capacitance at zone 1, 

1q is heat flow rate at zone 1, 

2q  is heat flow rate at zone 2, 

1distq is disturbance of heat flow rate at zone 1, 

1burnerq is the heat flow rate of combustion at zone 1, 
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1R  is thermal resistance at zone 1, 

2R is thermal resistance at zone 2, 

1T  is temperature at zone 1, 

2T  is temperature at zone 2. 

1N  number of burners that open in zone 1, 

v is volume flow rate, and 

LHV is lower heating value. 
 

Zone 2 – Soaking zone 

 
Figure 4. The thermal system at soaking zone. 
 

The mathematical model described the thermal 

system at soaking zone can be written as equation 

(5) 

2
2 2 2 2.dist burner

dT
C q q q

dt
    (5) 

And the equation of combustion is shown in the 

equation (6) 

      2 2 ,burnerq N vLHV    (6) 
where   

2C is thermal capacitance at zone 2, 

2distq is disturbance of heat flow rate at zone 2, 

2burnerq is the heat flow rate of combustion at zone 2, 

2N  number of burners that open in zone 2. 
 

We simplify the equation (1) and equation (5) as 

follows 

 

1
2 1 0( )

dT
bT a b T aT m

dt
                  (7) 

    2
1 2 ,

dT
cT cT n

dt
                 (8) 

where 

1 1

1 1 1 2 2 2

2 2

1 1 1
, , , ,

.

dist

dist

a b c m N vLHV q
C R C R C R

n N vLHV q

    

 

 

 

In practice we cannot find the parameters 

that are a, b, c, m and n , so we have to compute 

the parameters by using optimization technique. 
We estimate the above parameters by using 

Nonlinear least square method –  Levenberg 

Marquardt algorithm and pattern search method – 
Nelder-Mead algorithm.  The objective function is 

to minimize the sum of residual errors   of 

temperature between data and model as shown in 

equation (9) 
2

1

( ) ( ) ,
N

w w w

i

e T i T i


      (9) 

where N is total number of data, w is number in 

each zone that is w = 1, 2. wT  is actual temperature 

from the reheating  furnace and wT  is the 

temperature from mathematical model of 

reheating furnace. 

2.1 Levenberg  Marquardt algorithm [5,8] 
Levenberg Marquardt algorithm is used to 

solve nonlinear least squares problems.  The 

Levenberg Marquardt algorithm is a modified 

Gauss-Newton method to avoid the Hessian matrix 

as singular matrix.  This method is a combination 

of two methods:  the gradient descent and the 

Gauss-Newton. From equation (9), we get 

      
2

1

Minimize ( ) ( ) ( ) .
N

w t w t

t

g z T z T z


     

Let [ , , , , ]t

k k k k k kz a b c m n  where k is the 

number of iteration update by the algorithm as 

follow, 

1k k kz z s    

1( ( ) ( ) ) ( ) ( )T

k k k k k ks J z J z I J z g z          (10) 
where J  is Jacobian matrix of objective 

function. 
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In equation (10) the value   is a positive value 

named the damping parameter.  If the   is a large 

value, the Levenberg  Marquardt algorithm is the 

gradient descent method. This is a good strategy when 

the current solution is far from the minimum. On the 

other hand, if   is a small value, the Levenberg  

Marquardt algorithm is the Gauss-Newton method. 
This is a desired behavior for the final steps of the 

algorithm since, near the minimum, the convergence 

of the Gauss-Newton method can be almost quadratic. 
So,   affects the length and direction of the solution. 
Consequently, the   adjustment of the details is as 

follows, if   improve objective function then the 

step(sk) is applied and   is divided by a constant  (with 

general). On the other hand, if  increases of the cost 

function, the step is rejected and  is multiplied by  . This 

is the basic strategy for updating the damping 

parameter.  The algorithm of the Levenberg  

Marquardt algorithm is shown in figure 5. 
 

 
Figure 5. The Levenberg Marquardt algorithm [8] 

The stopping criteria of the algorithm will stop 

as follow conditions: 
 The number of iteration actualized by the 

algorithm attains the  maximum iteration. 
The maximum iteration is 100 iterations. 

 The function tolerance or parameter 

tolerance is 
31 10   

2.2 The Nelder - Mead algorithm [6,8] 
The Nelder-Mead method is a heuristic 

optimization technique to solve unconstrained 

optimization problem. This algorithm is based on 

the iterative update of a simplex. The method relies 

on the comparison of function values at the n+1 

vertices of a general simplex (polytope of 

dimension n+1). As instance, one dimensional 

simplex is a line, in two dimensions, the simplex is 

a triangle and in three dimensions, it is a 

tetrahedron. The algorithm progresses iteratively 

while replacing the worst vertex (with the highest 

cost value) by another projected point. 
The projected point is determined by one of 

the following operators: reflection, expansion and 

contraction. Constants ,   and   are the 

reflection, expansion and contraction coefficients 

respectively. So, we want to minimize the function 

as follow, 
2

1

Minimize ( ) ( ) ( )
N

w t t t

t

g x T x T x


     

Let 0x  be an initial solution where 

0 0 0 0 0 0[ , , , , ]x a b c m n ,  h  be the index of the 

‘worst vertex’ where [ , , , , ]h h h h h hx a b c m n  and l  
be the index of the ‘best vertex’ where 

[ , , , , ]l l l l l lx a b c m n . 
The transform of the Nelder - Mead algorithm can 

show in figure 6. 
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3. RESULTS AND DISCUSSION  

 

 The experiment was divided into 3 

experiments with different initialization which are 

result1 with 1 2(0) 932, (0) 1052T T  , result2 

with 1 2(0) 934, (0) 1055T T  ,and result3 with 

1 2(0) 936, (0) 1053T T   .  We will estimate the 

parameter by using non-linear least squares method 

– Levenberg Marquardt  

algorithm and Nelder - Mead algorithm with 3 

datasets calculated by MATLAB Simulink on 

ASUS Intel Core(TM) i7-6700HQ CPU @ 2.60 

GHz 2.59 GHz. The error is calculated by using the 

formula  
2

1

1
( ) ( )

N

w w

i

T i T i
N 

 . The result can 

be shown in the Table 1. 

 

Figure 6. The Nelder - Mead search algorithm [8].   

 

Table 1. The parameters and error from Levenberg Marquardt algorithm and Nelder – Mead search  method

PARAMETERS 

NON – LINEAR LEAST SQUARE - 
LEVENBERG MARQUARDT 

ALGORITHM 

PATTERN SEARCH NELDER – MEAD 

SEARCH METHOD 

RESULT1 RESULT2 RESULT3 RESULT1 RESULT2 RESULT3 

a  0.0825 0.14272 0.20282 0.085049 0.14328 0.20832 

b  0.06929 0.58145 0.50403 0.073484 0.58247 0.53754 

c  0.19734 0.38333 0.3369 0.19773 0.38226 0.34214 

m  11.485 8.0874 19.659 11.772 8.1498 19.671 

n  6.0162 10.68 9.4608 6.0268 10.652 9.5926 
*Error in zone 

1 
1.0742 3.5210 2.4703 1.0884 3.5254 2.4542 

*Error in zone 
2 

2.7279 5.3613 4.7919 2.7199 5.3575 4.8087 

Time 

(seconds) 109 103 78 1079 1409 1329 

Number of 

iteration 
9 9 9 21 21 31 
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The temperature response in Heating zone and Soaking zone between the measurement temperature and the 

temperature response by using Levenberg  Marquardt algorithm and The Nelder - Mead algorithm is shown 

in figure 7 and figure 8, respectively. 

 
Figure 7. Temperature response in heating zone in each results. 

 

 

Figure 8. Temperature response in soaking zone in each results.

The results show that the temperature response obtained from the Levenberg Marquardt algorithm and the 

Nelder - Mead algorithm is slightly different. The number of iteration and the time of calculation of the 

Levenberg  Marquardt algorithm are less than the Nelder - Mead algorithm. Due to the Levenberg Marquardt 

algorithm need to compute the derivative of the objective function to find the direction search in an orderly 

way with the principle of finding. Meanwhile, the Nelder-Mead algorithm does not need to compute the 

derivative of the objective function for the direction search because the Nelder - Mead algorithm uses random 

search direction. 
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4. CONCLUSIONS 

 In this work, we demonstrate the parameter 

estimation method of reheating furnace pusher type 

by using the Levenberg Marquardt algorithm and 

the Nelder -  Mead algorithm to compare the 

response temperature from the mathematical model. 
The results show that the mathematical model of 

reheating furnace pusher type from the response 

temperature provide slightly different the response 

temperature. The Levenberg Marquardt algorithm is 

efficient in the calculations to fast converge to the 

optimal solution. 
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ABSTRACT 

The paper presents wind tunnel investigations of the effects of trailing edge modification on the 

performance characteristics of the S1223 airfoil. The investigation was examined through the 

measurement of static surface pressure, lift, and drag coefficients at three different Reynolds numbers 

of 62,000, 83,000, and 133,000. The investigation revealed that the trailing edge modification 

basically reduces the adverse pressure gradient on the suction surface and increases the static surface 

pressure on the pressure side. This leads to a higher pressure difference, contributing to a higher lift 

coefficient. With a less severe pressure recovery on the suction surface, the stall is postponed to a 

higher incidence angle. Nevertheless, the modification also induces a drag penalty, causing a 

reduction in performance. At the lowest Reynolds number investigated, while the maximum lift 

coefficient was 1.2 at a stall angle of 12o, the modification increased the lift coefficient to 1.663 at a 

stall angle of 20o. The lift-to-drag ratio however decreased from 7.65 to 6.6 at the incidence angle of 

zero and continued over the incidence range. The investigation of the lift-to-drag ratio indicates that 

the drag penalty is less pronounced when the operating Reynolds number is significantly high. At the 

highest Reynolds number the lift-to-drag ratio increased to a maximum value of 28.1 compared to that 

of 7.52 in the S1223 case. 
Keywords: S1223 airfoil, Trailing edge modification, Performance characteristics, Low Reynolds 

number 

 

1. INTRODUCTION 

The airfoil performance is one of the 

crucial parameters in the turbomachinery design. 
In wind turbine application, it plays an important 

role in converting kinetic energy in the wind 

stream to mechanical energy which is further 

transmitted to a generator to produce electricity. 
A suitable design or selection of the airfoil 

section is then critical and possess a significant 

impact on the overall performance of the wind 

turbine [1]. 
The Darrieus vertical axis wind turbine 

has a potential in electricity generation as its 

performance is comparable to the horizontal axis 

wind turbine counterpart [ 2- 3] .  Performance 

analysis of this type of turbine by Worasinchai 

et al [4]  had indicated that the operation of the 

airfoil when rotates around its vertical axis is 

analogous to the flapping mechanism that birds 

employ to fly.  It is then interesting to examine 

how a bird- like airfoil behaves as it might be 

beneficial in improving the performance of this 

type of turbine. 
The S1223 airfoil is a high- lift airfoil 

section that was designed by Selig and 

Guglielmo [ 5] .  It was designed by employing 

both concave pressure recovery and aft-load to 

create large pressure difference between suction 

and pressure surface.  This results in a highly 
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cambered airfoil with a sharp trailing edge (Fig 

1) .  Its thickness and camber are 12.1% and 8.7%, 

respectively A measurement of bird wings by 

Liu et al has shown that its shape is closely 

resemble with a seagull wing [6]. 
 

 
 

Figure 1. Seagull wing and the S1223 airfoil 

 

Performance testing of this airfoil was 

conducted by Selig [5]  at a Reynolds number of 

200,000 had shown that the airfoil exhibits a 

high lift value of 2.2 which is 30% higher than the 

Fx63-127 airfoil. Experiments also show that the 

s1223 airfoil exhibits a severe adverse pressure 

gradient and its performance is expected to 

degrade when operating at lower Reynolds 

numbers.  This behavior is however not 

considered to be appropriate in the Darrieus 

wind turbine application as the turbine operates 

with a wide range of Reynolds number and 

incidence angle.  A small modification might be 

applied to overcome this characteristics. 
Apart from designing a new airfoil, it is 

common to make a small modification to the 

existing airfoil to improve its performance.  One 

of the available modifications is trailing edge 

modification proposed by Standish and van Dam 

[ 7] .  The modification will make the airfoil 

trailing edge blunt by adding thickness which is 

defined as thickness-to-chord ratio (t/c)  (Fig.  2) . 
The additional thickness is then added on either 

sides of the camber line to obtain the blunt 

trailing edge version of the airfoil.  A number of 

testing on this blunt modification has indicated 

that the t/ c ratio should not be too high or a 

degradation of the performance might be 

expected [8-9].  
 

 
Figure 2. Blunt trailing edge modification [8] 

 

This paper investigates the feasibility of 

applying the blunt trailing edge modification to 

the S1223 to improve its performance at three 

low Reynolds numbers through wind tunnel 

measurements of pressure, lift, and drag 

coefficients. The investigations are made at three 

different Reynolds numbers of 62,000, 83,000, 

and 133,000 which is a normal operating 

Reynolds number range of the small urban wind 

turbines [10]. 
 

2. THE AIRFOIL MODELS 

The S1223 airfoil model was fabricated 

from fullcure 720 material by rapid prototyping 

technique, resulting in a high surface precision 

(±0.1mm). It has a chord of 110mm and a span of 

457mm to fit with the tunnel test section.  The 

model was equipped with a stud that spans over 

the entire model.  One end of this stud was 

connected to an electronic force balance (Fig. 3).  
The model also has a number of holes 

which are connected to a series of tube on the 

other end.  These tubes were then connected to a 

scannivalve and a pressure transducer. 
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Figure 3. Airfoil model 

 

The t/ c ratio of the blunt trailing edge 

modification was chosen to be 5%  t/ c and its 

shaped is depicted in Figure 4.  It was fabricated 

using the same technique.  It is noted as S1223B 

in this study. 
 

 
Figure 4. S1223B 

 

3. WIND TUNNEL AND MEASUREMENT 

The wind tunnel employed in this testing 
is a jet type tunnel.  It has a square cross-section 

of 457 x 457mm (Fig.  5) .  It also has solid sides 

but open top and bottom to avoid blockage 

effects when testing at high incidence angles 

[10].  
 

 
Figure 5. Wind tunnel and force balance 

 
The airfoil model was attached to the test 

section at the middle.  Its shaft was attached to a 

force balance that used to measure lift and drag 

forces.  On the other end, a series of tubes are 

connected to a scannivalve and a pressure 

transducer to measure static surface pressure 

over the airfoil surface (Fig. 6). 
 

 
Figure 6. Surface pressure measurement 

 

In testing, the wind tunnel was controlled 

by an inverter to set fequency and wind speed. 
The tested wind speeds were 9, 12, and 20 m/s, 

resulting in Reynolds number of 62,000, 83,000, 

and 133,000 which is an operating Reynolds 

number range in small urban wind turbine 

applications.  In force measurements, the airfoils 

was set at an incidence angle of 0o and then 

increased every 2o up to an incidence angle of 

30o as suggested by [5].  
 

A computer- based system was used to 

record all pressure and force signals via an NI 
USB-6218 ADC consisting of 16 channels with 

a resolution of 16 bits.  This device has a sample 

rate of up to 250 kS/s. 
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4. RESULTS AND DISCUSSION 

 

4.1 The S1223 Performance 

Lift and drag coefficients of the S1223 is 

presented in Figure 7.  It can be seen from the 

figure that the airfoil exhibits high lift properties 

and the highest lift coefficient is 1. 644 at the 

Reynolds number of 133,000 and stalls at an 

incidence angle of 20.  As the Reynolds number 

decreases, the maximum lift coefficient is 

reduced and stall will occur at a lower incidence 

angle.  At the lowest tested Reynolds number of 

62,000, the maximum lift is 1.2 and stall occurs 

at 12o.  
 

 
Figure 7. Lift coefficients 

 

Surface pressure measurements reveal that 

the S1223 demonstrates the presence of the 

laminar separation bubble (Figure 8) .  It can be 

observed that the bubble progresses upstream 

with increasing incidence angle and the stall is 

caused by bubble bursting, leading to an abrupt 

stall. 
 

 
Figure 8. Surface pressure coefficients: S1223 

 

In terms of drag, the S1223 airfoil exhibits 

a relatively high drag at a zero incidence angle 

(approximately 0.07). The drag increases with the 

increasing incidence angle and the drag 

coefficient will be around 0.55 at the incidence 

angle of 30o (Fig. 9). 
 

 
Figure 9. Drag coefficients 

 

4.2 The S1223B performance 

Lift coefficients of the S1223B airfoil are 

presented in Figure 10.  It can be seen that lift 

coefficients of this airfoil is less sensitive to 

Reynolds number change.  The maximum values 

of lift coefficients are 1.663, 1.755, and 1.756 at 

Reynolds number of 62,000, 83,000, and 
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133,000, respectively.  The stall incidences 

angles are 20o, 22o, 22o. 
 

 

 
Figure 10. Lift coefficients: S1223B 

 

Static pressure measurements reveal that 

this modification alters the flow on both suction 

and pressure surfaces (Fig.  11 and 12) .  It can be 

observed that the S1223B exhibit a lower 

suction peak at the leading edge.  With the 

trailing modification, the adverse pressure 

gradient is less severe and the separation bubble 

occurs further downstream. 
 

 
 

Figure 11.  Surface pressure coefficients at an 

incidence angle of 12o 
 

 

Figure 12.  Surface pressure coefficients at an 

incidence angle of 18o 
 

 In terms of drag, the S1223B airfoil 

exhibits the same pattern as seen in the S1223 

case with a small increase in base drag 

(approximately 0.10) (Fig. 13). This drag increases 

with increasing incidence angle and the drag 

coefficient will reach a value of 0.54 at the 

incidence angle of 30o. It is interesting to note 

however that, at the highest Reynolds number of 

133,000, the drag coefficient decreases when the 

incidence angle is lower than 8o. 
 

 
 

Figure 13. Drag coefficients: S1223B 
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 A comparison of lift-to-drag ratios of both 

airfoils shows that, although the modification 

will increase the lift value of the airfoil, the drag 

coefficient also increases and the lift-to-drag 

ratio will not always beneficial. At the low 

Reynolds number of 62,000, the S1223B 

exhibits a lower lift-to-drag ratio at low incidence 

angle range between 0o to 10o. After this point, 

the lift-to-drag ratio of the S1223B is higher than 

that of the S1223 and this is mainly because of 

its high lift property. In contrast, the effect of 

trailing edge modification provide a benefit at a 

high Reynolds number of 133,000. At this 

Reynolds number, the flow has a higher kinetic 

energy to overcome the blunt trailing edge and 

instead of generating vortex the flow will bend 

over the trailing edge just like the flow observed 

for a Gurney flap [10]. 
 

 
Figure 13. Lift-to-drag coefficients 

 

 4.3 The underlying flow physics 

 The underlying flow physics of this 

beneficial behavior is anticipated to be similar to 

that which is observed for a Gurney flap and on 

an inverted strip (Fig. 15). The Gurney flap is a 

short flat plate attached to the trailing edge on 

the pressure side of the airfoil. The inverted strip 

is basically the Gurney flap that is attached on 

the suction side. 
 Basically, the addition of the Gurney flap 

will induce the flow to accelerate over the 

suction surface and to decelerate on the pressure 

surface, causing a downward deflection (flow 

turning) at the trailing edge (it is also viewed as 

an effective camber as it shifts wake deficit to lie 

downward) (Fig. 15). The addition of an inverted 
strip on the suction side will result in an opposite 

effect and will produce an upward deflection. 
 The blunt trailing edge modification which 

adds thickness symmetrically to the camber line 

can then be viewed as an addition of both the 

Gurney flap and the strip on both surfaces and 

this effectively decelerates the flow on both 

sides (as indicated by the reduction of pressure 

peak on the both surfaces (at around 0.1c, Fig. 11).  
 The addition of the thickness also reduces 

the adverse pressure gradient that the flow has to 

overcome on the suction side. The flow then 

separates further downstream (0.3c in 

comparison to 0.2c for the S1223 case at the 

incidence angle of 12◦, Fig. 11). This modification 

also produces a larger pressure difference 

between suction and pressure surfaces near the 

trailing edge (from 0.5c to 1c). The presence of a 

separation bubble and its movement towards the 

leading edge when the incidence is increased 

indicates that the stall is caused by bubble 

bursting. 
 With this flow behavior, the blunt trailing 

edge modification will always increase the base 

drag of the airfoil and lift-to-drag ratio will not 

always increase. The true benefit of applying the 

modification will happen when the t/c ratio is not 

too large at the required operating Reynolds 

number range. For this study, a further reduction 

of the t/c ratio would be more beneficial if it has 

to be applied for the Darrieus wind turbine that 

operates at low rotational speeds where its 

operating Reynolds number is comparatively 

low. 
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Figure 15. Flow physics

 

5. SUMMARY 

 

 The effect of trailing edge modification on 

the performance of the S1223 airfoil section was 

investigated in this paper and the following 

conclusions are drawn: 
 5. 1 The blunt trailing edge modification 

affects the flow over the airfoil and alters surface 

pressure on both suction and pressure surfaces. 
A formation of the laminar bubble then occurs 

downstream. 
 5.2 The modification leads to a less severe 

pressure recovery on the suction surface and the 

presence of the separation is moved further 

downstream, leading to a delay of stall. 
 5.3 It also increases the pressure on the 

pressure side, creating a large pressure 

difference and hence a higher lift value. The high 

lift values increase at all Reynolds number 

investigated. At the highest Reynolds number of 

133,000, the lift coefficient is increased to 1.756 

and the stall occurs at an incidence angle of 22o, 

compared to those of 1.64 and 20o, respectively. 
 5.4 With the less severe pressure recovery 

generated by the modification, the S1223B 

airfoil is less sensitive to Reynolds number 

change. 
 5. 5 The modification makes the S1223B 

blunter and its base drag is increased over the 

incidence range. 

 5. 6 In terms of the lift- to- drag ratio, the 

modification will not significantly improve the 

airfoil performance at the low Reynolds number 

as the base drag is high. A more benefit occurs at 

a higher Reynolds at which the lift-to-drag ratio 

of the S1223B section increases up to a value of 

28. 1 compared to that of 7. 52 of the S1223 

section. 
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ABSTRACT 

Currently, the industry has many processes related to the production system because each 

product has complex parts or components, materials and methods of production. The basic technique 

principally used in improving manufacturing competitiveness is layout management. Therefore, this 

paper investigates problem into industrial workstation design and layout in manufacturing process. 
The format of the station consists of several workstations and rectangular shape is fixed width and 

length to make feasible work. The objective of a facility layout problem has been to minimize total 

distances of the manufacturing system. Genetic algorithm (GA) was used in this study, that are used 

to solving the layout for manufacturing effectiveness while simulation serves as a system performance 

evaluation tool. The paper illustrates the performance of the algorithm and show that genetic algorithm 

provides accurate results in minimizing total distances. Finally, the results showed that the total 

machine layout distance can be reduced from 38.45 meter to 19.62 meter. 
Keywords: Genetic Algorithm (GA), Machine Layout, Facility Layout 

 

1. INTRODUCTION 

 An industry has processing lines and 

sometimes various products. Each product has its 

own operational steps, workstations, and 

conditions, which is different from others. 
Manufacturing system has to be managed for 

maximizing efficiency. The workstations are 

arranged to suit operations. Therefore, the 

arrangement of devices and machines is one of 

the basic requirements in designing a flexible 

manufacturing system. A proper design of such a 

system will result in smooth operations and 

reduced total distances. This kind of activity was 

called facility layout problem or machine layout 

problem. A number of parameters involved and 

sequences of operations make this problem 

intrinsically difficult. 
 Genetic algorithm (GA) is an adaptive 

heuristic search algorithm based on the ideas of 

natural selection and genetics evolution. 
Solutions of problems can be searched and 

exploited randomly within a known space [4]. 
GA is not a new tool for machine layout 

problems. It has been applied broadly. Datta, 

Amaral, and Figueira [1] used it for arranging a 

number of facilities on a line with minimum cost 

which this problem was called single row 

facility layout problem (SRFLP). Facilities sizes 

of 60 to 80 had been arranged effectively. 
Sadrzadeh [2] also utilized GA to solve the 

facility layout problem (FLP) in a manufacturing 

system. Matrix encoding technique was used for 

the chromosomes, facilities were grouped, thus, 

total material handling cost of multi-line layout 

problem with the multi-products had been 

minimized. The proposed method can 

competently obtain the better solutions than 

CRAFT (Computerized relative allocation of 
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facilities technique) algorithm and the entropy-
based algorithm. However, Srinivas et al [3] 
pondered that the solutions obtained from using 

GA may be influenced by various parameters 

such as, population size, number of generations, 

crossover rate, mutation rate, and the length of 

the block to be exchanged between parents to 

generate offspring’s. Therefore, they suggested 

an approach called the sensitivity analysis to 

guideline to select the GA parameters. As a 

result, the quality of GA solutions can be 

practically improved.  
  There are many tools used for solving 

problems with GA. It was found that the most 

popular method is using MATLAB for a large 

layout. However, the source code of genetic 

algorithm is slightly difficult to apply and 

develop from the view of unskillful users who 

need to layout machines. Therefore, this study 

decided to utilize Microsoft Excel (MS Excel) to 

solve the problems. MS Excel spreadsheets are 

widely used and relatively easy to understand. 
The objective of this study was to solve facility 

layout problems in a limited working area by 

minimizing total distance of material handlings 

of a multi lines and multiproduct manufacturing 

system. The sets of solutions had been examined 

by adapting sensitivity analysis method.  
 

2. METHODS 

 Genetic algorithm (GA) is a technique 

based on biological principles of evolution and 

it is an alternative useful tool for optimization. In 

this layout problem, machines in a 

manufacturing system will be the genes in a 

chromosome; the chromosome represents a 

layout in a specific area. A certain layout will 

have a total distance different from other layouts. 
Total distances calculated from the sum of 

distances of material handlings of all products. 
GA method starts with creating initial 

populations (initial chromosomes) by 

randomization. Later processes in GA approach 

consist of 2 processes: crossover and mutation. 
These are to create the new populations – the 

offspring. The new chromosomes will be created 

by selecting two chromosomes in the initial 

populations to be parents of later chromosomes. 
By mating parents called crossover process, 

there will be 2 new chromosomes. Another 

process to create the offspring is the mutation 

process. It can be done by choosing 2 genes in a 

chromosome of the initial populations and 

switch their positions. GA then is started over 

again at crossover and mutation processes. The 

processes will be stopped at a certain number of 

runs or optimized solution is found. GA helps 

generating possible solutions called population. 
Results calculated from each member of 

population are compared in order to find 

potential answers leading to optimization.  
 2.1 Initialization 

 Before starting GA, parameters involved 

should be encoded. Generally, the codes are in 

the forms of binary values (0, 1), alphabetical 

characters (A, B, C), or Arabic numbers (1, 2, and 

3). In this study, the strings of genes were 

established as the characters. For example, in the 

assembly line of Furniture production, eight 

machines have been presented in a row (Fig. 1). 
The number of genes in chromosomes is equal 

to the number of machines 

 

 
Figure 1. Coding of Genes. 

 

 All the machines have rectangular shape 

with different sizes and have been arranged in a 

limited area of working (length, L and width, W). 
It was assumed that the machines can be 

accessed from any directions. The distance 
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between a pair of machines was calculated from 

the centers of the machines. Besides, any 

machine was taken as there is a fixed gap (g) 
between each other [5], so there will be enough 

space for handling materials. Machine layout as 

in a row will be placed into the plan size L x W 

from left to right and up as shown in Fig. 2. 
Therefore, column width of the layout is referred 

to the biggest size of the machine in that column 

(Ci). Initial population is selected by 
randomization. 

 
Figure 2. Machine Layout. 
 

 2.2 Selection 

 The chromosomes of the initial population 

are selected to be parents by the selection 

method. There are several methods of selection 

but one of the most popular is Roulette Wheel 

Selection (RWS) [6] which was also used in the 

study. An appropriate chromosome parents for 

the new population will be selected. In this 

purpose, minimizing total distances for machine 

layout problem was the aim.  The objective 

function of this machine layout problem can be 

defined as following: 
 

 

 

 

 

 

                                                     
                                (1) 

 

Where M is the number of machines in layout 

problem fij is the frequency of trips between 

machines i to j dij is the distance between 

machines i to j 

 The value of the fitness function in the 

population can be calculated according to 

equation (1). Then rearrange of workstations 

process will start without time consideration in 

production scheduling. During execution of GA, 

the values fij has been unchanged because it was 

assumed that all products were required at the 

same amount. The value of dij based on the sizes 

of machines and layout and the total distance 

was calculated from equation (2). 
 

 Total distance = ∑ (P1+P2+P3)  (2) 
 

 When P is the production routing, the 

sequences of operations of each products have 

been presented in Table 1. 
 2.3 Crossover  

 Crossover is the process to create new 

individual's representation from parts of 

population (see Fig. 3). The crossover process can 

be carried by randomly selecting point to be 

crossed from parent chromosomes. According to 

sensitivity analysis, layout designer specifies 

crossover probability (Pc) of genes. The cutting 

sections are exchanged to create new 

chromosomes called offspring. 
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Next Step 

 

 
Figure 3.:Crossover process. 

 Two parents then were replaced by the 

offspring chromosomes. The total distances of 

all feasible chromosomes were computed. Then, 

if the offspring chromosomes deliver better 

solution than their parents, they will be move to 

the mutation process. Otherwise, new run will be 

start. 
 2.4 Mutation  

 Mutation process is changing structure of 

chromosomes by switching genes (Fig. 4). This is 

a genetic operator used to maintain genetic 

diversity from one generation in population of 

chromosomes to the next. The two positions are 

randomly selected and genes are swapped at 

these positions. According to sensitivity 

analysis, users specify mutation probability (Pm). 
 

 
 

 

 

 

 

 

 

 

 

Next step 

 

 
 

Figure 4. Mutation Process 

 

3. RESULTS AND DISCUSSION 

 The proposed genetic algorithm method 

was used in order to layout machines for the 

assembly lines of particular sub-assemblies of 

furniture production in the area of 10m x 10m. 
Eight machines were consisted in the problem 

for analysis. The part lists and the production 

data suggested that there were 3 products with 

different production routings which were shown 

in Table 1. Production routings of products no.1, 

2, 3 (P1, P2, P3) follow the routes of {A, B, C, 

D}, {A, E, F, G} and {A, H}, consequently. The 

sizes of the machines were presented in Table 2. 
Any machine was taken as there is a fixed gap of 

1 m between each other. Initial layouts were set 

at 10 arrangements (population size = 10) by 

randomization. The problem was solved by 

programming VBA in Microsoft Excel 2010.  
The intended method had been illustrated. The 

operation of the proposed GA was analyzed by 

comparing its result with those of current 

machine layout and Critical Path Method (CPM) 
[7]. The CPM of the activities was shown 

 in Fig. 5. 

Random point 



 

20 
 

Table 1: Part list and production data of the 

products. 
Product Production routing  

1 A-B-C-D 

2 A-E-F-G 

3 A-H 

 

Table 2: Dimensions of the machines. 

Machine 

Dimensions  

Length (m) Width (m)  

A 2.00 2.00 

B 1.30 1.35 

C 1.35 1.25 

D 1.35 1.30 

E 1.22 1.25 

F 1.00 1.00 

G 1.22 1.25 

H 1.20 1.22 

 

 
Figure 5. Network of critical path method 

(CPM). 
 

 Srinivas et al [3] suggested that for a small 

layout problem, Pc and Pm should be 0.7 and 0.4 

respectively. However, for this example, it was 

found that the mutation probability, Pm would 

be 0.1. The reason was higher mutation 

probability cause higher chance of genes to be 

selected and switched. As a result, the order of 

the machine operation was messed up and the 

solution obtained was not practicable. On the 

other hand, crossover probability Pc affected 

only little because genes were selected as a set 

 

 
Figure 6.: Machine Layout before 

Improvement. 
 

 
Figure 7. Machine Layout after Improvement  

by Using GA. 
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Table 3: Comparison between the different 

approach 

Method Total distance (m) 

Current machine layouts 38.45 

Critical path method (CPM) 20.88 

Genetic algorithm (GA) 19.62 

 

 Fig. 6 and Fig. 7 show the layout before 

improvement and the one obtained by using the 

proposed GA. The comparison of the total 

distances calculated from different approaches 

was shown in Table 3. The results show that the 

proposed GA generated the best solution. The 

total distance was reduced to 19.62 m. 
 

4. CONCLUSIONS 

 Multi-line layout problems can be solved by 

applying the proposed genetic algorithm method. The 

results shown that machines can be laid out in the 

plane region as well as total distances between them 

were minimized. A case study has been shown. The 

performance of the proposed genetic algorithm 

method was analyzed by comparing its result with the 

solution obtained by using critical path method. The 

total distances of the case study had been reduced 

from 38.45 m to 19.62 m using the proposed model 

and 20.88 m by critical path method. 48.97% distance 

had been shortened. Therefore, it can be suggested that 

applying modified genetic algorithm is suitable for 

solving facilities layout problem. Sensitivity analysis 

was proved a useful tool; however, their parameters 

affected greatly on whether the solutions will be 

practicable.  For the future plan, other practical 

objectives or conditions should be encountered such 

as cost function likewise the directions of entering into 

the machines. 
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ABSTRACT 

The objectives of this study were to improve the hardness of ASME SA-192 steel finned tubes 

using the wire arc spraying process with TH450 Chrome Nickel amorphous. The cooling rates of 

specimens sintered at 300, 600 and 900°C were determined and compared between the cooling rates 

of noncoated and coated specimens using independent t-test. The results showed no difference in the 

cooling rates between noncoated and coated specimens (p-value > 0.05), and it can be, therefore 

concluded that wire arc spray coating did not affect the cooling rate. The tensile tests of specimens 

were then conducted, and it was found that all of Chrome Nickel amorphous-coated specimens 

showed high surface hardness resulting in higher tensile stress. After the noncoated specimens that 

did not meet the ultimate tensile strength (UTS) standard (FT-2 and FT-3) were coated, the strength of 

both specimens increased and met the UTS standard from 417 and 426 MPa to 666 and 882 MPa, 

respectively. Therefore, spray coating with Chrome Nickel amorphous is a suitable technique for 

industrial applications that require higher hardness and can reduce maintenance costs. 
Keywords: Spray coating, ASME SA-192 steel, mechanical properties, cooling of finned tube 
 

1. INTRODUCTION 

For more than a decade, ASME SA-192 

carbon steel tube has been used in industrial plants, 

power plants, canned food industry, oil refineries 

and other industries as the finned tube heat 

exchanger, especially in oil refineries where such 

steel has been used to heat crude oil. It is also used 

as a device to reduce the temperature of gas oil, 

including a device used for heat recovery in order 

to increase the efficiency of the production 

process, to reduce costs and to protect the 

environment [1-2]. The problems encountered in 

the use of ASME SA-192 carbon steel tube in 

various applications are such as the damage of 

boiler tube caused by caustic corrosion, acid 

corrosion, oxygen pitting, hydrogen damage, 

stress corrosion cracking (SCC), waterside 

corrosion fatigue, fireside corrosion fatigue, 

fireside corrosion in the superheaters, water wall 

fireside corrosion, high-temperature oxidation, 

short-term overheating, long-term overheating, 

graphitization, dissimilar metal weld, erosion and 

mechanical fatigue [3]. Besides, the prolonged 

exposure of carbon and low alloy steel to a 

temperature exceeding 427°C can lead to 

microstructural degradation of materials such as 

creep cavitation, carbide coarsening, and 

graphitization in rare cases. In general, 

graphitization is a result of the decomposition of 

pearlite (iron carbide) into the equilibrium iron 

graphite structure. It can severely reduce the 

toughness of steel when the graphite particles or 

mailto:montri.sang@npu.ac.th
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nodules are formed in the plane in a continuous 

manner. Graphitization can result in the premature 

failure of pressure boundary components, 

including high energy piping systems and boiler 

tubes. Failure due to graphitization is still a concern 

in aged carbon and carbon-molybdenum steel, 

both in weldments and base metal [4]. So, thermal 

spray coating has been developed as a technology 

for producing high-quality materials on various 

surfaces, which depends on the deposition of 

molten or semi-molten materials used to form 

coating [5]. In the oil rigs and other chemical 

industries, ASME SA-192 finned steel tube has 

been used, and it has been found that the 

environment in these industries can accelerate the 

corrosion. Therefore, the authors aim to develop 

the surface spray coating process in order to 

increase the service life by using wire arc spraying 

method. In the wire arc spraying apparatus, two 

wires are used as electrodes in an electrical circuit. 
These two wires are fed from each side of the spray 

gun, and the end of each wire touches each other 

in front of the spray gun, as shown in Figure 1. 
 

 
Figure 1 Wire arc spray coating [6]. 
 

Once electricity is applied through the wires, 

an electric arcing appears at the wire ends in front 

of the spray gun.  The heat released from arcing 

increases and the wire ends is continuously heated 

to the melting point of the wire material.  At the 

same time, high- pressure air or gas stream is 

applied at the wire ends from the back of the spray 

gun.  
 

This air or gas stream must have sufficient 

pressure to tear the molten wire material off the 

wire ends into molten aerosols which will then 

travel into the air or gas stream until these aerosols 

hit the surface of the specimen and harden and 

form a coating layer [7-8]. According to a previous 

study focusing on the optimization of high-
frequency resistance welding process using 

mechanical properties of SA-192 steel finned tube, 

the welding parameters which are current ( A) , 

voltage (kV) and frequency (rpm) correlate with the 

heat input. The mechanical property testing reveals 

that the ultimate tensile stress does not always 

result in the highest strength compared to the 

fatigue test.  The welding parameters affect the 

melting process and optimum weld width and 

weld depth which is a result of HAZ of the 

specimen [ 9] .  In this study, the spray coating 

technique was used to improve the properties of 

heat resistant ASTM SA-192 steel finned tube in 

order to improve the service life and mechanical 

properties. 
 

2. MATERIALS AND METHODS 

2.1 Materials and specimen preparation 

In this study, finned tube heat exchanger 

made of ASTM SA- 192 high- carbon steel was 

investigated.  The properties of ASTM SA- 192 

high-carbon steel are shown in Table 1. 
 

Table 1  Chemical composition and mechanical 

properties of ASTM SA-192 steel. 
Material Chemical Composition (%) 
ASTM 

SA-192 

C Mn Si P S 

0.06-0.18 0.27-0.63 ≤0.25 ≤0.034 ≤0.035 

Mechanical Properties (MPa) 

Tensile 

Strength 

(MPa) 

Yield 

Strength 

(MPa) 

Elongation 

(%) 

≤325 ≤180 ≤35 
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The time-interval 

measurement for the 

high-stage cooling 

900๐C 600๐C and 300
๐C to 30๐C   

 The specimens used in this study were 

prepared in accordance with the finned tube 

production standard [1 0]  as shown in Figure 2 

with a tube diameter of 34.5±1 mm and tube wall 

thickness of 4 mm and the fin was 16±1 mm high 

and 1 mm thick. 

 
 

Figure 2 Dimensions of the finned tube 

specimen. 
 

2.2 Wire arc spray coating 

 In wire arc spray coating, rust stains on the 

specimen surface must be removed by 

sandblasting and then wiped clean. After that, the 

specimens were spray- coated with TH205 

Nickel Aluminum and TH450 Chrome Nickel 

amorphous with optimum spray parameters [11] 
as shown in Table 2. In electric arc spray coating, 

voltage and current can be adjusted, and the 

value of the current is automatically connected 

to wire feed rate, e.g. when the current increases, 

the wire feed rate will increase simultaneously 
[12-13] as shown in Figure 3. 
 

 
Figure 3 Arc spray coating machine model AH-
20A. 
 

 

 

Table 2 Control parameters used in the wire arc 

spray experiment 

 
No. Parameter Default 

value 

Unit 

1. Air compressor, 20 HP/15 

KW, model AH 20A 

8 bar 

2. Voltage 37.5 V 

3. Electric current flowing 

through a conductor 
19.6 A 

4. Temperature up to 926.67 °C 

 

2.3 Cooling efficiency test  

The cooling efficiency test of all seven 

specimens, noncoated and coated with TH450 

Chrome Nickel amorphous was conducted by 

burning the ASTM SA- 192 steel specimens at 

high temperature in furnace (Nabertherm:  model 

LH/ LF) , from 30°C to 300, 600 and 900°C, 

respectively.  The specimens were then burned 

for another 45 minutes. After the burning process 

completed, Transmitter METER (model TH205) 
was used to measured and recorded the specimen 

temperature at 5 minutes interval           in order to 

observe the cooling rate of both finned tube 

specimens in triplicate as shown in      Figure 4. 
 

 
Figure 4 Burning in furnace and measurement 

of cooling rate of the finned tube. 
 

 2.4 Micro Vickers Hardness Tester 

 The hardness test of all seven specimens, 

both noncoated and coated with TH450 Chrome 

Nickel amorphous was performed.  Before the 

hardness test, the ASTM SA- 192 specimen 

surface must be polished using 180- 200 grit 

sandpaper and then finished using a felt cloth 

and 0.3- 0.1 µm alumina powder.  
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The specimens were then etched with the 

mixture ratio/proportion of nitric acid in alcohol 

( 10: 90)  to expose the microstructure of the 

specimens.  After these pretreatment steps, the 

hardness test of all seven specimens was 

performed with 0.98 kg compression load using 

Micro Vickers Hardness tester model (HV-1000) 
[14]. The results were expressed as HV0.5. The test 

points for hardness test are shown in Fig. 6. 
2.5 Tensile Strength Test 

Tensile strength test of specimens was then 

performed at a constant extension rate until 

failure. The tensile test was performed at Disp of 

0.500 mm/min, 1.00 kN/s or 10 MPa/s load and 

0. 0500 mm/ s extension speed in triplicate per 

treatment in which the standard ultimate tensile 

strength (UTS)  must be higher than UTS of the 

fin (350 MPa)  [15] .  In other words, the fracture 

must occur at the fin. 
 

3. RESULTS 

 

3.1 Temperature against time for cooling 

of finned tube 
  
 

 
Figure 5 Graph of temperature against time for cooling of finned tube (NiC is Ni Coated and   NonC 

is Noncoated). 
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Table 3 Descriptive statistics. 

 

Table 4 Independent samples t-test. 

 

Figure 5 shows the comparison of temperatures 

in the cooling process of ASTM SA-192 steel 

finned tube specimens, both noncoated and 

TH450 Chrome Nickel amorphous-coated  

specimens.  Specimens in experiment 1 were 

removed from the furnace at 900°C, and the 

temperatures of both specimens sharply 

decreased.  In this experiment, the average 

temperature of the noncoated specimens 

removed from the furnace was 605°C, while an 

average temperature of the coated specimens 

removed from the furnace was 691°C.  It was 

found that the noncoated and coated specimens 

took 34 and 43 minutes, respectively to cool 

down to 38°C. For experiment 2, specimens were 

removed from the furnace at 600°C, and it was 

also found that the temperatures of both 

specimens rapidly decreased.  An average 

temperature of the noncoated specimens 

removed from the furnace was 433°C, while an 

average temperature of the coated specimens 

removed from the furnace was 411°C.  It was 

found that the noncoated and coated specimens 

took 33 and 42 minutes, respectively to cool 

down to 38°C. For experiment 3, specimens were 

removed from the furnace at 300°C, and it was 

found that the temperatures of both specimens 

slightly decreased.  An average temperature of 

the noncoated specimens removed from the 

furnace was 218°C, while and an average 

temperature of the coated specimens removed 

from the furnace was 225°C.  It was found that 

coated and noncoated specimens took 28 and 24 

minutes, respectively to cool down to 38°C. The 

cooling rates during 1-15 minutes were relatively 

high.  Arc spray coating with Chrome Nickel 

amorphous at high temperature affected the 

cooling rates, while arch spray coating at low 

temperature resulted in no difference in cooling 

rates.  However, the independent t-test results as 

shown in Table 3 showing the comparison of 

average temperatures in the cooling process of 

noncoated and TH450 Chrome Nickel 

amorphous- coated ASTM SA- 192 steel finned 

tube specimens sintered at 300, 600 and 900°C 

showed no difference in the cooling rates 

between noncoated and coated specimens at a 

significance level of 0.05 in Table 4. 

Heat Coating Type N Mean Std. Deviation 

     

300°C Noncoated 25 92.4400 54.58867 

Ni Coated 31 92.3871 53.87930 

600°C Noncoated 31 122.7742 101.30341 

Ni Coated 41 124.9756 101.53213 

900°C Noncoated 35 147.7429 101.30341 

Ni Coated 41 161.4390 101.53213 

Heat t df Sig. (2-tailed) 

300°C  .004 54 .997 

600°C  -.091 70 .928 

900°C  -.394 74 .694 
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 3.2 Comparison between the hardness 

noncoated and Ni-coated ASTM SA-192 steel 

finned tube specimens 

 

 
Figure 6.  The test points (a)  and comparison of 

the hardness of noncoated and Ni- coated 

specimens (b). 
Arc spray coating of ASTM SA-192 steel 

specimens resulted in high hardness values at 

point 1-3 and pointed 8-10. These areas were arc 

spray- coated with Chrome Nickel amorphous, 

and the surface of these areas, therefore, showed 
high hardness in the range of 400-650HV since 

all seven specimens were spray- coated 

simultaneously. However, the heat-affected zone 

(HAZ)  was observed between the coating layer, 

and the tuned point of the specimen was affected 

by the heat resulting in higher hardness 

compared to the heat-affected zone and decrease 

in hardness values at point 4-7 in range of 131-
155 HV0.5 as shown in Figure 6. 

3.3 Comparison between the tensile 

properties of noncoated and TH450 Chrome 

Nickel amorphous-coated finned tube specimens 

 
 

Figure 7 Comparison of Strain-Strength of 

noncoated specimens (a) and TH450 Chrome 

Nickel amorphous-coated specimens (b). 

According to Figure 7 (a), the tensile stress 

of noncoated specimens FT-1, FT-4, FT-5, FT-6 

and FT-7 was 621, 640, 740, 739 and 749 MPa, 

respectively.  It was also found that the 

adjustment of current, voltage and frequency in 

the welding process resulted in optimum melting 

and weld depth for all five specimens.  The 

tensile stress of these specimens met the UTS 

standard of not less than 325 MPa, and the 

fracture must occur at the fin.  FT- 2 and FT- 3 

showed the tensile stress of 417 and 426 MPa, 

respectively, and the fracture was observed 

between the fin and tube.  These specimens, 

therefore, did not meet the UTS standard. 
According to Figure 7 ( b) , the Chrome 

Nickel amorphous- coated specimens showed 

high surface hardness in the range of 400-650HV 

since all seven specimens were spray- coated 

simultaneously, as shown in Figure 6.  The 

tensile stress of FT-1, FT-2, FT-3, FT-4, FT-5, 

FT-6 and FT-7 was 705, 666, 768, 882, 776, 982 

and 863 MPa which met the UTS standard, 

respectively. 
 

4. CONCLUSIONS 

4.1 Cooling rates at 600°C ≤ 900°C of the 

ASTM SA-192 steel finned tubes spray-coated 

with Chrome Nickel amorphous were high, and 

no difference was observed, while no difference 

in cooling rates was observed between both 

specimens at 40°C ≤ 300°C.  The independent t-
test of the specimens sintered at 300, 600 and 

900°C showed no difference in the cooling rates 

between noncoated and coated specimens at a 

significance level of 0.05. 
4. 2 Arc spray coating of ASTM SA- 192 

steel finned tubes with Chrome Nickel 

amorphous increased the surface hardness 

values of specimens.  After the deterioration of 

the coating layer, the specimen can be re-sprayed 

for many times.  In addition, this process 
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increased the tensile strength compared to that of 

the noncoated specimen. 
4.3 Noncoated specimens, FT-2 and FT-3 

did not meet the ultimate tensile strength (UTS) 
standard. Arc spray coating with Chrome Nickel 

amorphous increased tensile stress of these 

specimens from 417 and 426 MPa to 666 and 

882 MPa, respectively, which met the UTS 

standard. 
 

5. DISCUSSION 

5.1 The results showed in this study were 

only obtained from the experiments of ASTM 

SA- 192 steel finned tubes coated by wire arc 

spraying technique which may be applied to 

other materials.  However, for accuracy, the 

experiments should be conducted before 

applying this technique to other materials. 
5.2 According to the hardness test, it was 

found that as the thickness of the coated 

specimen increased the hardness of specimen 

increased, then the hardness was gradually stable 

and eventually decreased.  The results may be 

different when the hardness test is conducted 

using other methods. 
5.3 The results shown above indicate that 

the coating can increase the tensile stress. 
However, further study should be conducted in 

the humid and corrosive environments to 

determine the suitability of the properties of 

coating materials to be further used with the 

finned tube. 
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ABSTRACT 

In this research work, the influence of the deposition time on the crystal structural, surface 

morphology and chemical composition of titanium chromium nitride (TiCrN)  thin films has been 

successfully investigated.  The TiCrN thin films were deposited on Si substrate using reactive DC 

magnetron sputtering from a mosaic Ti- Cr target.  The crystal structural, microstructure, surface 

morphology and chemical composition were studied using X-ray diffraction (XRD) , field-emission 

scanning electron microscopy (FE-SEM) and energy dispersive spectroscopy (EDS), respectively. The 

results showed that the as-deposited thin films were formed as a (Ti,Cr)N solid solution.  The crystal 

structure from X-ray diffraction pattern of TiCrN thin films with different deposition time shows the 

presence of ( 111)  ( 200)  and ( 220)  plane orientations.  The as- deposited thin films exhibited a 

nanostructure with crystallite size in the range of 43.8-56.9 nm.  The lattice constants were ranging 

from 4.160 to 4.167 Å.  The film’s thickness increased from 148 nm to 461 nm with increasing in the 

deposition time.  The chemical composition of the films varied with the film thickness.  The as-
deposited TiCrN thin films showed compact columnar and dense morphology as a result of changed 

the deposition time. 
Keywords: TiCrN thin films, reactive DC sputtering, mosaic target, the deposition time 

 

1. INTRODUCTION 

 In the last decade, surface engineering is 

the most important and urgent technology for the 

new industrial development, especially on 

improving the surface properties of machinery 

parts, such as cutting and forming tools.  One is 

the tribology properties of the surface materials, 

which must have high hardness, low friction and 

wear rate for a wide range of the working 

environments.  Transition metal nitride hard 

coating is one of the most promising materials 

used to enhance the surface tribology properties 

of industrial parts.  Thus, these coatings have 

acceptable for conventional materials to extend 

the lifespan of tools. 

 The single-transition metal nitride coating 

such as titanium nitride ( TiN)  and chromium 

nitride (CrN)  is known as the first generation of 

the hard coating for machining tools and 

industrial parts [ 1] .  Generally, these transition 

metal nitrides coating (sometimes called binary 

nitrides hard coating)  possess higher hardness 

than normal high- speed steel and cemented 

carbide.  However, the mechanical properties of 

these coating or thin films are easily degraded by 

thermal oxidation at high-temperatures [2]. So, in 

order to overcome the limitations of this hard-
coating, the new types of ternary nitride hard 

coating or thin films have been developed by 
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adding some element in the structure of the 

binary nitrides hard coatings, such as TiAlN, 

TiZrN, TiVN, and TiCrN [ 3] .  Among these 

coatings, the ternary of TiCrN thin films have 

been attracted more attention due to its 

outstanding properties with high hardness (25-38 

GPa) , low friction coefficient, good wear 

resistance, good chemical stability and high-
temperature oxidation at above 700 °C [4-5]. 
 Typically, there have been many methods 

to synthesize the TiCrN thin films such as 

evaporation [6], ion beam assisted deposition [7], 
ion plating [ 8] , and magnetron sputtering [ 9] . 
Among these techniques, the magnetron 

sputtering method is the most suitable one due to 

the low-temperature process, the use of non-toxic 

gases and the simple process [10-11]. In the case 

of the magnetron sputtering method, for 

deposited a ternary hard coating, various 

sputtering targets can be used such as multi-
target, alloy target, and mosaic targets.  Even 

though the multi- target sputtering makes it 

possible to control the composition of the as-
deposited thin films by varying the sputtering 

power of each cathode, but this method cannot 

be used in actual manufacturing due to its 

complexity at an industrial scale.  Therefore, the 

tendency in the ternary nitride hard coating 

deposition is to develop the process or the new 

method of sputtering from a single target, such 

as an alloy target or a mosaic target [12]. 
 However, it is well known that the 

physical and chemical properties of the thin film 

prepared by the sputtering method depend 

strongly on the deposition parameters such as 

total pressure, gas flow rate, sputtering power, 

external heating, and voltage biasing.  So, the 

effect of deposition parameters on the structure 

of the as-deposited thin films still important to 

investigate.  Nowadays, the studies of the TiCrN 

thin film deposition by the reactive sputtering  

 

 

technique have been focused on the effects of the 

deposition parameters on the structure and 

properties of the TiCrN thin films.  However, 

investigations of the TiCrN thin film deposition 

from the mosaic target are still limited.  
 In this work, the TiCrN thin films were 

synthesized by the reactive DC unbalanced 

magnetron sputtering technique using a mosaic 

target at room temperature, without external 

heating and biasing. The characteristics of the as-
deposited thin films such as the crystalline 

structure, surface morphology, microstructure, 

and chemical composition were investigated as 

a function of the film thickness. 
 

2. MATERIALS AND METHODS 

 2.1 Thin Films Preparation 

 TiCrN thin films were deposited on Si 

substrate by reactive DC magnetron sputtering 

technique from a mosaic target. The Ti-Cr mosaic 

target styled, used in this work, is made by 

embedding chromium rods (99.99%) into the high 

sputtering rate area of metal titanium (99. 97% ) 
disk, with a diameter of 54 mm and thickness of 

3 mm thick as shown in Figure 1.  Pure Ar 

( 99. 999% )  and N2 ( 99. 999% )  were used as the 

sputtering and reactive gases, respectively. 
Before deposition, the coating chamber was 

evacuated to a base pressure of 5×10- 5 mbar. 
Previous to the deposition of the process of thin 

films, the pre-sputtering stage was start-up by ion 

bombardment from Ar+ ions, which sputtered on 

the target to eliminate the surface impurities 

under a shutter shielding in about 5 min.  The 

TiCrN films were deposited at different 

deposition time, process variable, of 15, 30 and 

45 min, while the deposition parameters such as 

Ar and N2 gas flow rate, sputtering power, 

substrate-target distances, substrate temperature, 

and working pressure were constant.                            
The deposition parameters are summarized in 

Table 1. 
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Figure 1. The Ti-Cr mosaic target. 
Table 1. The thin film deposition parameters. 

Parameters Details 

Sputtering target Ti-Cr mosaic target 

Substrate temperature room temperature 

Substrate-target distances 15 cm 

Base pressure 5.0x10-5 mbar 

Working pressure 5.0x10-3 mbar 

Sputtering power 310 W 

Flow rate of Ar 16 sccm 

Flow rate of N2 6 sccm 

Deposition time 15, 30, 45 min 

 

 2.2 Thin Films Characterization 

 The crystal structures and crystal size of 

the TiCrN thin films were characterized by  

X- ray diffraction ( XRD:  BRUKER D8)  using 

CuK radiation ( = 0.154 nm). The XRD patterns 

acquire in a 2 continuous scan mode, scanning 
speed of 2°/min, and the grazing incidence angle 

of 3°.  The phases of films were determined by 

Bragg’ s law and compared with the Joint 

Committee on Powder Diffraction Standard 

(JCPDS)  files.  The crystallite size calculated by 

using Scherrer’s equation from the FWHM data 

acquired from XRD pattern.  The microstructure 

and film thickness were investigated by Field 

Emission Scanning Electron Microscope ( FE-
SEM: Hitashi s4700). The chemical composition 

of the as-deposited films determines by Energy 

Dispersive X- ray spectroscopy ( EDS:  EDAX) , 
which equipped on Scanning Electron 

Microscopy (SEM: LEO 1450VP). 
 

3. RESULTS AND DISCUSSION 

 3.1 Crystal Structure 

 The crystal structures of the as-deposited 

TiCrN thin films prepared on Si (100)  wafers at 

different deposition time in the range of 15 to 45 

min, were investigated by XRD technique.  The 

X-ray diffraction patterns were shown in Figure 

2.  The lines at a diffraction angle (2θ values)  of 

standard TiN ( JCPDS No.  87- 0633)  and CrN 

(JCPDS films No. 77-0047) with (111), (200), and 

(220)  plane are shown for comparison purposes. 
The results exhibited a low crystallinity of 

deposited films for 15 min.  
After that, for a higher deposition time of 30 min, 

it was found that the films were shown a strong 

( 111)  reflection plane which was higher 

compared to the (200) plane and (220) planes. The 

results showed a preferred orientation ( 111) 
plane of deposited films. Whereas, at the highest 

deposited films of 45 min, the diffraction peaks 

were very similar to previous condition of 

deposition time (15 and 30 min). It was found that 

the highest crystallinity at all planes was 

performed.  The results still showed a preferred 

orientation (111) plane of deposited films and the 

intensity of XRD peaks were grown up with 

increasing deposition time.  These results can be 

explained by the fact that the thickness of films 

increased with increasing deposition time.  This 

process led to the upward intensity of XRD peak 

of deposited films. 
 In addition, the XRD peak position of the 

as-deposited films laid between the standard 2θ 

peak of TiN and CrN.  This result suggested that 

the as-deposited thin films in this work formed a 

solid solution of ( Ti,Cr) N with the fcc NaCl 

phase.  A solid solution of the TiCrN films 

formed whereby the Ti atoms were substituted 
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by Cr atoms in the TiN structure.  Since the 

atomic radius of Cr atom (0.1249 nm)  is smaller 

than that of Ti atom (0.1445 nm) [13]. In fact, this 

phenomenon was found in various researchers. 
They also reported the fcc NaCl phase in 

( Ti,Cr) N thin film prepared by the sputtering 

method [4,9,11,13] .  The data for the calculated 

crystallite size and the lattice constants of the as-
deposited films are shown in Table 2.  It was 

indicated that the crystal sizes of the as-deposited 

films were rather constant, ranging from 43.8 to 

55. 6 nm.  Furthermore, the lattice constants of 

films calculate from all of the diffraction peaks 

for the film deposited at various deposition time 

were rather constant in the range of 4. 162 to 

4.167 Å. It can confirm that the as-deposited thin 

film in this study was formed as the solid 

solution of (Ti,Cr)N and it also supports as the 

crystal structure obtained from the XRD result. 

 
Figure 2. XRD patterns of TiCrN thin films. 

 
Table 2. Some properties of the TiCrN thin films with different deposition time. 

Dep. Time 

(min) 
Thickness 

(nm) 
Crystallite size (nm) Lattice constants (Å) Ti1-xCrxNy 

(111) (200) (220) (111) (200) (220) 1-x x y 

15 148 47.9 43.8 - 4.162 4.160 - 0.30 0.70 2.40 

30 273 54.1 56.9 47.8 4.163 4.167 4.165 0.29 0.71 1.85 

45 461 55.9 50.3 49.1 4.163 4.162 4.165 0.28 0.72 1.51 
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It was revealed that the lattice constant of the 

TiCrN films was progressively increased with 

increasing the nitrogen gas flow rates as shown 

in Figure 4. Moreover, the lattice constants of the 

as-deposited thin films were in the range of 4.144 

to 4. 181 Å, between that of CrN ( 4. 148 Å; 

JCPDS 77-0047)  and TiN (4.238 Å; JCPDS No. 
87- 0633) , which confirms that the atoms of 

chromium have completely incorporated into the 

TiN structure. 
 The crystal sizes of the as-deposited TiCrN 

thin films, in this work, calculated from FWHM 

of XRD spectra using the Scherrer’ s equation 

were less than 45 nm, which in the range of 33.3 

to 42.7 nm, as shown in Table 2. 
  

3.2 Chemical Composition 

 In this work, the chemical composition of 

the as-deposited TiCrN thin films was measured 

from EDS technique as shown in Table 2 which 

expressed the concentration of Ti, Cr and N as 

the function of the deposition time.  It was 

indicated that as the nitrogen content of the films 

reduced from 70.63 to 60.21 at.% with increasing 

of the deposition time from 15 to 45 min. 
Oppositely, the titanium and chromium content 

increased from 8.68 to 11.31 at. %  and 20.70 to 

28.48 at.%, respectively.  
 Moreover, it also shows the ratio x of 

chromium content in TiCrN thin films defined  

as x =  Cr/ ( Ti+ Cr)  and thin film composition  

Ti1-xCrxNy as a function of the deposition time. It 
was found that the ratio x of chromium content 

is rather constant in the range of 0.70 to 0.72. The 

film composition of varied deposition time was 

Ti0. 30Cr0. 70N2. 40, Ti0. 29Cr0. 71N1. 85, and 

Ti0. 28Cr0. 72N1. 51, respectively.  In addition, the 

ratio y of nitrogen content in TiCrN thin films 

defined as y = N/(Ti+Cr) for all samples was more 

than 1.  It reveals that all the as-deposited TiCrN 

thin films in this study were over stoichiometry. 
 3.3 Microstructure 

 The microstructure and the cross-sectional 

of the TiCrN thin films deposited at different 

total pressure in this work are shown in Figure 3. 
It can be seen that the small grain and smooth 

surface were obtained at a deposition time of  

15 min (Figure 3(a) ) .  The morphology of the as-
deposited thin films was generally composed of 

uncountable grains like an island with different 

sizes randomly dispersed on the surface and 

these were enlarged with increasing the 

deposition time.  Furthermore, for the deposition 

time of 30 min (Figure 3(b) )  and 45 min (Figure 

3(c) ) , the morphology was mainly composed of 

many large grains like an island with different 

sizes distributed randomly on films surface.  The 

thicknesses of films which measured from cross-
section analysis as a function of deposition time 

were listed in Table 2.  It revealed that films 

deposited at 15 min have the lowest thickness of 

148 nm.  The increased thickness to 273 nm was 

investigated for the deposition time of 30 min. 
The gradual increase of thickness to 431 nm was 

found for the film prepared at a deposition time 

of 45 min.  This result was owed to a few 

deposited atoms which sputtered from the target 

reach to the surface of substrate. It was achieved 
for short deposition time hence the low 

thickness.  The deposited atoms were more 

adsorbed on the surface after arriving at the 

substrate through the longer deposition time 

therefore, the thickness was enlarged.  In 

addition, the deposition rate of the films, in this 

work, constantly increased from 4.9, 9.1 and 14.4 

nm/min with increasing of the deposition time 

from 15, 30 and 45 min, respectively. 
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 (a) (b) (c) 
 

Figure 3. FE-SEM micrograph of TiCrN thin films deposited at difference deposition times; 

(a) 15 min, (b) 30 min, (c) 45 min. 

 The cross-sectional SEM micrographs of 

the as deposited TiCrN thin films were also 

showed in Figure 3. The dense microstructure in 
which no void between grains was identified 

from the thin film deposited at 15 min as shown 

in Figure 3(a). When deposition time reach to 30 

min, the porous columnar structure which 

contains short columnar grains exhibited 

throughout the film thickness (Figure 3(b)).  
It can be seen that the film composes of long 

columnar grain with grain boundaries were 

slightly observed for the film deposited at  

45 min (Figure 3(c)). The cross-section 

observation apparently reveals the film perform 

columnar form which corresponds to Zone T  

in the structure Thornton’s zone model. 
Additionally, the fracture of grain boundary 

located through columnar grains related to the 

low density of film and strength of boundary 

bonding between grains is weak. 
 

 

 

4. CONCLUSIONS 

 In this research work, the ternary nitride 

nanostructured TiCrN films were successfully 

deposited on Si(100)  substrates by reactive DC 

magnetron sputtering technique using a Ti- Cr 

mosaic target at room temperature without 

external heating and biasing to the substrate. The 

crystal structure, surface morphology and 

chemical composition were studied using X-ray 

diffraction ( GIXRD) , field- emission scanning 

electron microscopy ( FE- SEM)  and energy 

dispersive spectroscopy (EDS), respectively. The 

results showed that the as-deposited thin films 

formed solid solutions of ( Ti,Cr) N with  

the fcc phase at all the deposition times.  It was 

found that increasing the deposition times 

caused the films thickness to increase.  X- ray 

diffraction pattern of TiCrN films with different 

deposition time shows the preferred orientations 

of (111) (200) and (220).  
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The as- deposited films shown a nanostructure 

with crystallite size in a range of 43.8 to 56.9 nm. 
The lattice constants were ranging from 4.160 to 

4.167 Å.  The chemical composition of the films 

varied with the film thickness.  The N content of 

the films reduced, whereas the Ti and Cr content 

increased with increasing the deposition time. 
The thin film composition of varied deposition 

time were Ti0.30Cr0.70N2.40, Ti0.29Cr0.71N1.85, and 

Ti0. 28Cr0. 72N1. 51, respectively.  The as- deposited 

TiCrN thin films showed compact columnar and 

dense morphology as a result of changed the film 

thickness. 
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ABSTRACT  

Cassava is one of the important crops as a world’s source of carbohydrate.  It is used as a staple 

food in many countries in the tropical zone.  Several Limitation that affect to cassava production 

including cassava bacterial blight ( CBB) .  CBB caused by gram- negative bacteria Xanthomonas 

axonopodis pv.  manihotis (Xam) .  To control this disease, variations of Xam should be studied.  There 

are variable numbers of tandem repeat (VNTRs) in bacteria genome that have the potential to classify 

in strain levels. The collection of 16 Xam isolates since 1983 to 2017 from four provinces in Thailand 

was used to determine with 22 variable numbers of tandem repeat (VNTR) .  Four groups with high 

similarity were observed.  Interestingly, those groups showed no relationship with their collected 

locations.  This might be due to transporting for cassava stem for propagation.  Moreover, we found 

that some VNTR regions have the potential for application in the detection of Xam in Thailand in the 

future. 

Keywords: Variable numbers of tandem repeat, Polymerase chain reaction, Cassava bacterial blight 

 

1. INTRODUCTION 

Cassava ( Manihot esculenta Crantz)  is a 

perennial shrub belonging to the Euphorbiaceae 

family.  Its starchy storage root is one of the 

carbohydrate sources in the world.  Cassava is 

used as a staple food in many tropical countries 

of Africa, Asia, and Latin America.  Moreover, 

cassava starch has been used as raw materials for 

bioethanol production.  Cassava is one of the 

important crops in Thailand.  In 2017, Thailand 

had produced 30.5 million tons of cassava and 

exported with a value of 72. 7 billion Baht. 
However, several diseases have resulted in 

decreasing in cassava production.  One of the 

most common diseases of cassava is cassava 

bacterial blight (CBB) caused by a gram-negative 

bacteria Xanthomonas axonopodis pv. manihotis 
(Xam). This bacteria is a foliar and vascular  

 

pathogen that infects the plant through stomata 

and wounds [ 1] .  Inside the plant tissue, Xam 

colonizes in the intercellular space or the xylem 

vessels and then spreads systemically within the 

plant [2] .  Xam dispersal is stimulated by wind-
driven rain splash [3]. The symptoms of CBB are 

shown as angular leaf spotting, water- soaked, 

blighted leaves, wilting, gum exudation, 

vascular necrosis, and dieback [ 4] .  CBB can 

affect cassava losing up to 80% [5] .  In Thailand, 

it has been reported of Xam distribution in 

Rayong, Nakhonratchasima, Kamphaengphet, 

and Prachinburi provinces from 1983 until 

nowadays.  
In this study, we aim to classify Xam 

isolates collecting in Thailand based on a 

variable number of tandem repeat ( VNTRs) . 
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VNTRs are short nucleotide sequences (20–100 

bp)  where have a high mutation rate and vary in 

copy numbers in bacterial genomes.  They arise 

through DNA strand slippage during DNA 

replication [6] .  Polymerase chain reaction (PCR) 
classification based on the VNTR loci is a 

method for molecular typing of bacteria at the 

strain levels [7]. To date, there are VNTR typing 

in Ralstonia solanacearum in potato [ 8] , X. 
arboricola for walnut blight [9] and X. oryzae pv. 
oryzicola in rice [10] .  In Xam, VNTR primers 

have also been developed [11] .  To control this 

disease, understanding in the variations of 

bacteria is also important. Therefore, this project 

focuses on the classification of variations of 

Xam in Thailand based on VNTR regions by 

using the PCR technique. 
 

2. MATERIALS AND METHODS 

Bacterial culture and DNA extraction: 
Total 16 isolates of Xam from four provinces in 

Thailand including Nakhon Ratchasima, 

Kamphaeng Phet, Rayong and Prachinburi. 
Those bacterias were collected by plant 

pathologists from the department of agriculture, 

Thailand during 1983-2017 (Figure 1) were used 

in this study. Bacteria was cultured on YPGA 

(0.5 % yeast extract, 0.5 % peptone, 0.5 % glucose 

and 1.5 % agar) for 2 days before transferred to 

NYG (0.3% yeast extract, 0.5% peptone, 2% 
glycerol ) broth for another 2 days at 28 °C under 

constant shaking. The genomic DNA of each 

isolate was extracted by CTAB method 

according to Bart et al., 2012 [12]. Briefly, 

cultures in NYGB were centrifuged to obtain 

bacterial cells at 10,000 rpm for 5 minutes. Then 

cells were lysed in SDS/CTAB extraction buffer 

before mixed with chloroform:isoamylalcohol 

(24:1) extraction. DNA was precipitated in 

isopropanol and washed with 70% ethanol. DNA 

pellet was collected and dissolved with RNase-

sterilized distilled water. DNA quantity and 

quality were assessed by a combination of 

nanodrop and agarose gel electrophoresis.  
PCR amplification and acrylamide gel 

electrophoresis using VNTR primers:  Genomic 

DNA of Xam was amplified by PCR using 22 

pairs of VNTR primers according to Arrieta-
Ortiz et al. , 2013 [ 11] .  PCR reactions were 

performed in a final volume of 25 l containing 

12.5 ng genomic DNA, 2.5 mM MgCl2, 100 nM 

PCR primers, 0.1 mM dNTP and 1 unit of Taq 

DNA polymerase (Vivantis) .  All reactions were 

run for 35 cycles, consisting an initial 

denaturation step of 3 min at 95 °C of, 20 sec at 

95 °C, 30 sec at 52–58 °C ( depending on the 

primer pairs), and 30–60 sec at 72 °C and a final 

extension step of 10 min at 72 °C.  Genotyping 

was analyzed by 5%  ( w/ v)  polyacrylamide gel 

electrophoresis.  The PCR products were 

electrophoresed at 1100 V until the PCR product 

moved to the appropriate positions indicated by 

loading dyes which related to the size of PCR 

product.  Gel visualization was carried out by 

silver staining as described by Benbouza et al. , 
2006 [ 13] .  Genotypic data were subjected to 

construct the phylogenic tree construction.  
Genotyping data analysis:  The genetic 

distance was calculated for distance- based 

clustering by Dice similarity index [14]. Then the 

distance tree was constructed by UPGMA 

(unweighted pair group method with arithmetic 

mean)  and 100 for boot-  strapping using Past3 

1.0.  Principal coordinates analysis (PCoA)  was 

constructed by using the same genotypic data by 

Dice similarity index in Past3 1.0. Moreover, the 

distance heatmap of the same data set was 

constructed by RStudio 1.1.463.  
 

3. R E S U L T S  A N D  D I S C U S S I O N 

Genomic DNA samples of sixteen isolates 

of Thai’s Xam were amplified and genotyped by 
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22 VNTR primer pairs.  The acrylamide gel 

electrophoresis was performed to separate the 

PCR products.  Amplified DNA bands were 

scored as a dominant type of present or absent at 

a particular level.  The distance tree and the 

distance reciprocal comparison heatmap were 

constructed using those genotypic data (figure 2). 
The distance tree ( figure 2A)  representing the 

ancestor of Xam isolates was determined and 

classified into four clades. The biggest clade was 

clade number 2 which had 9 members and the 

solitary clade which was clade 3 only has XamD 

as the member.  When focused on each clade, 

there were different member’ s origins in the 

same clade.  Besides reciprocal comparison 

(figure 2B) , some clades as XamA, XamC, and 

XamG showed high similarity even those 3 

isolates were collected from two different 

locations. Moreover, comparing between Xam51 

and Xam716, the results also showed high 

similarity even these two isolates were from 

different locations and time collections.  To 

clarify the results, the same distance data were 

used to construct the Principal coordinates plot 

(figure 3). The clustering from PCoA showed no 

relationship between a cluster and Xam origins 

that similar to the study of  Xam in Colombia. 
Trujillo et al., 2014 [15] used five VNTR primer 

pairs to classify 101 Xam isolates from four 

locations in the Eastern Plain of Colombia. Their 

results also showed no relationship between 

distinct groups and the collected locations. 
Moreover, [ 16] focused on the population 

structure of Xam in the Caribbean region of 

Columbia by AFLP markers.  Total 247 isolates 

from five locations which collected in 2008, 

2009 and 2010 were used to study.  Their results 

indicated that the cluster composed of isolates 

from the different collected locations.  It is 

possible that similar Xam genetic were found in 

different locations might be due to transferring 

of stem cuttings as the propagation method of 

cassava from locations to others.  In Thailand, 

planting materials for cassava propagation has 

traded between provinces which cause migration 

of Xam. 

 
Figure 1. Detail of 16 Xam isolates in this study 

including isolate name, collected year and 

location. 
In terms of molecular technique, VNTR 

has been applied to study in Xam from Arrieta-
Ortiz et al. , 2013 [11]  which used Xam from 9 

countries in their experiment. Then Trujillo et al., 
2014 [15]  selected the top five high HGDI from 

the first one to study in Columbia.  In this study, 

all of primer from [11]  were utilized.  Then data 

were subjected to calculated Hunter- Gaston 

discriminatory index ( HGDI)  [ 17]  based on 

genotypic data of each VNTR locus. The most 

polymorphic was locus XaG1_29 (HGDI = 0.917) 
which could distinguish as 8 haplotypes. 
However, there were nine loci showed 

monomorphic ( Table 1) .  The results of each 

experiment were compared in table 1.  There 

were differences of HGDI numbers in the same 

VNTR loci, an indication some variations of the 

region in different Xam origins.  Some VNTR 

loci were still high in every experiment 

indicating that this region was highly variable or 

had differences in isolate levels.  Interestingly, 

some loci showed some differences from other’s 
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previous studies.  For example when compared 

two loci from [11] and [15]  (including XaG1_02 

and XaG1_67)  which showed a high HGDI 

score, but showed monomorphic (HGDI = 0)  in 

this study.  These results might cause by 

differentiation in that region that is conserved in 

the country.  Moreover, XaG1_67 was proposed 

as a detection primer specific of Xam in Ghana 
[18 ] but also found in Thailand.  Previously, [19] 
proposed the detection primers as XV/XK pair 

which were designed specifically for 

Transcription activator-like region. Whereas, this 

TAL region contains a high copy number of 

repetitive sequences [20]where more deletion or 

DNA slippage rate might occur in the replication 

process.  When that primer were used to amplify 

in our sixteen isolates in this study, the results 

showed that some isolate had low amplification 

and differences in PCR product sizes (figure5) . 
Therefore XaG1_67 had the potential to be a 

detecting primer which specific in Thailand’ s 

Xam. 
 

 

4. CONCLUSION 

We have classified 16 isolates of 

Thailand’ s Xam as four groups.  Those groups 

show no relationship between the groups and the 

isolate’s origins. When comparing differences in 

the VNTR regions by HGDI value, there are 

some differences in Thailand and Columbia. 
Those regions might be a conserve in a particular 

country.  The results indicated that XaG1_67 

VNTR locus that showed conserve in our 

samples might be able to develop as detecting 

primer for Xam in Thailand. However, additional 

Xam isolates should be included to confirm the 

constancy of this region. 

Figure 2.  Phylogenetic tree of 16 Xam isolates. 
( A)  Phylogenetic is constructed by Dice 

similarity coefficient include bootstrap values 

(from 100 replicates)  at branch point and each 

isolate is indicated with shape according to 

collecting location.  
( B)  Heatmap of reciprocal Dice similarity 

coefficient.  

 

A 
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Figure 3.  Principal coordinate analysis (PCoA) 
scatter plot ( 1st and 2nd axis)  of sixteen Xam 

isolates.  Distance matrix calculated using Dice 

similarity index [14] to construct PCoA by using 

Past3 ( hammer, harper and ryan 2001) . 
Transformation exponent c=2; similarity index: 
user distance; eigenvalue scale. 
  

 

 
Figure 4.  PCR product of sixteen Xam isolates 

on 1% agarose gel stained with ethidium bromide. 
A)XV/XK primer pair, B) XaG1_67 primer pair. 
Sterilized distilled water was used instead of 

DNA sample in PCR reaction as the negative 

control. 
 

 

 

 

 

 

 

Table 1.  Hunter-Gaston discriminatory index of 

each VNTR loci from Arrieta-Ortiz et al. , 2013, 

Trujillo et al., 2014 and this study. 

VNTR 

locus 

HGDI 

score 

[11] 

HGDI 

score 

[15] 

HGDI 
score 

( from this 

study) 

XaG1_02 0.894 0.7019 0.000 

XaG1_12 0.635 - 0.867 

XaG1_29 0.854 0.858 0.917 

XaG1_58 0.658 - 0.667 

XaG1_65 0.670 - 0.575 

XaG1_67 0.900 0.8428 0.000 

XaG1_70 0.773 - 0.675 

XaG1_71 0.778 - 0.783 

XaG1_72 0.710 - 0.242 

XaG1_73 0.903 0.797 0.900 

XaG2_50 0.774 - 0.717 

XaG1_10

1 0.618 - 0.517 

XaG1_10

5 0.694 - 0.517 

XaG1_10

8 0.306 - 0.000 

XaG1_11

0 0.523 - 0.000 

XaG2_37 0.476 - 0.000 

XaG2_52 0.839 0.5873 0.233 

XaG2_55 0.146 - 0.000 

XaG2_10

6 0.170 - 0.000 

XaG2_10

9 0.486 - 0.125 

XaG2_11

6 0.089 - 0.000 

XaG2_11

7 0.031 - 0.000 
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ABSTRACT 

  High free fatty acid (FFA) coconut oil is one of the attractive feedstocks for low cost biodiesel 

production, but the high FFA is the big obstacle for the commonly used production process  (alkali- 
catalyzed transesterification) .  In this present study, the two-step acid-catalyzed esterification with 

methanol by using montmorillonite K-30 as the heterogeneous catalyst is employed for the reduction of 

FFA in coconut oil.  The effects of four important variables, such as methanol amounts (20-50% v/v), 
catalyst amounts (0-11% w/v of oil), reaction temperatures 32-60 oC), and reaction times (0.5-3 h) on the 

esterification reaction were also investigated. The initial value of FFA content in coconut oil is 4.97% 
w/w and it was reduced to 2.53% w/w (49.09% conversion) in the first step with 50% v/v of methanol, 5% 
w/v of oil of catalyst, 60 oC and 2 h. Finally, the FFA content was reduced to 1.37% w/w (45.85% conversion) 
in the second step under the same condition as used in the first step except for the catalyst amount of 

7% w/v of oil. The results from the acid-catalyzed esterification in the first step revealed that the four 

studied variables had a positive effect on the reaction except when the catalyst amounts in the range 

of 7-11% w/v of oil were used.        
Keywords: Montmorillonite K-30, Free fatty acid, Acid-catalyzed esterification, Coconut oil 

 

1. INTRODUCTION 

 In the present day, biodiesel is a very 

important alternative and renewable fuel used in 

a diesel engine. It is similar to fossil diesel and can 

be used as pure biodiesel (B100)  or mixing with 

regular diesel (BXX) .   The demand for biodiesel 

in Thailand is forecast to increase due to the 

increasing number of diesel vehicles on Thai 

transport sector.  The use of biodiesel has many 

advantages such as develop the use of domestic 

alternative energy, increasing energy security 

and agriculturist incomes. Due to the higher flash 

point of biodiesel, it is safer than fossil diesel in 

the case of a crash, storage and transportation. In 
addition, it has many environmentally beneficial 

properties include producing no net output of 

carbon in the form of carbon dioxide ( CO2) , 

completely non-toxic and biodegradable.  In the 
commercial process, almost all biodiesel is 

produced from vegetable oil, animal oil/ fats, 

tallow, and waste cooking oil by alkali-catalyzed 

transesterification with short chain alcohol. It is the 
most economical process in which strong alkaline 

like sodium hydroxide and methanol were often 

used as catalyst and alcohol, respectively.  The 
transesterification process converts a big molecule 
of triglyceride into a smaller molecule of fatty 

acid methyl ester or biodiesel. The alkali-catalyzed 

transesterification reaction for producing methyl 

ester is shown in equation 1. 
 The transesterification process for biodiesel 

production is one of the sources of glycerol  
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because the large quantity of glycerol is produced 
as a coproduct. The glycerol is the valuable chemical 
used in the cosmetic, pharmaceutical, soap, and 

chemical industries.   
 Nowadays, there are many varieties of oil 

crops which are the base for biodiesel production 

 

 

 

 

 

 

 
 

 
 

 

 

 
via the alkali-catalyzed transesterification process. 
These oil crops include palm, coconut, soybean, 
cottonseed, corn, rapeseed, canola, mustard, flax, 

jatropha, roselle, and sunflower.  These days, 

crude palm oil is mainly used in biodiesel 

production in Thailand.  It's well known that oils 

or fats used as feedstock for the alkali-catalyzed 

transesterification process must be anhydrous 

and has low FFA content (less than 1% w/w)  [1] . 
However, these quality feedstocks have a high 

price which resulted in high biodiesel production 

cost.  For this reason, the lower quality and price 

of oils with high FFA content were used as 

feedstocks instead. One of the potential feedstocks 
is the high FFA coconut oil. Coconut is one of the 
most important crops of Thailand and the Southern 
and Eastern regions have the largest planted area 
of coconut in Thailand.  After harvesting, if the 
coconut is stored in a high humidity environment, 

the triglyceride of coconut oil is lipase-catalyzed 

hydrolysis to produce the FFA. This resulted in the 
increasing of FFA in oil. The low quality of coconut 

oil containing high FFA is easily available at low 

price.  Therefore, it is the high potential alternative 
feedstock for biodiesel production. However, this 

low quality coconut oil cannot be directly used as 

feedstock in alkali-catalyzed transesterification 
process due to soap formation during the reaction. 
The soap is produced from the reaction between 

FFA and alkaline catalysts. It is the major barrier 

in biodiesel production which resulted in the 
decrease of biodiesel yield and increase of 
operating cost.  Thus, the two-step process, acid-
catalyzed esterification followed by alkali-catalyzed 

 

 

 

 

 

 

 

 

 

 

transesterification is employed.  In the first step, 

coconut oil is pretreated by the acid-catalyzed 
esterification with methanol for the reduction of 

FFA content to less than 1% w/w. The esterification 

between FFA and methanol to produced methyl 

ester is shown in the equation below. 
 

 

 

 

 

 After that, the coconut oil with low FFA 

content is subjected to transesterification with 

methanol in the presence of an alkaline catalyst 

for converting triglyceride to methyl ester as shown 

in equation 1.   In the esterification step, the most 

commonly preferred acid catalyst is sulfuric acid 

which is the homogeneous catalyst.  However, 

using this strong liquid acid has many drawbacks 
such as corrosion, difficult to recycle, operating at 

high temperature, toxicity, much water required 

for product washing, and water treatment system 

required for a lot of waste water.  To avoid these 

drawbacks, the solid acid catalysts (heterogeneous 
catalysts) are used to replace the liquid acids. The  

acid heterogeneous catalysts offer significant 

advantages of eliminating the environmental 
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problems, product washing step, corrosion, and  
toxicity[ 2] .  In addition, these catalysts can be 

easily separated from the reaction mixture by 

filtration and some of them can be recycled and 

reusable.  Thus, they recently draw researcher’s 

attention.  Several acid heterogeneous catalysts 

have been proposed to catalyze the esterification 

of fatty acid and alcohol such as montmorillonite 

K- 10 [ 3] , SO3H- carbon catalyst derived from  
glycerol [4]  , sulfonated polystyrene compounds 

(SPS)  [5] , poly (vinyl alcohol)  cross-linked with 

sulfosuccinic acid (SSA)  [6] , and sulfonic acid-
containing catalyst derived from carbohydrate 

[7,8] .  Recently acid-treated montmorillonite was 
applied in the catalytic esterification of oleic acid 

with ethanol.  The results revealed that the acid-
treated montmorillonite showed promising catalytic 
activity toward the reaction, with the maximum 

conversion of oleic acid of 65% at 30 °C [9]. 
 At present, acid- treated montmorillonites 

can be purchased from a variety of commercial 

sources and they denoted as K-clays (K-5, K-10, 

K-20, K-30) [10]. The acid-treated montmorillonites 
were used for several important reactions both on 
laboratory and industrial scales as the heterogeneous 

catalysts [11] .  However, no research is reported 

about using montmorillonite K-30 as a solid acid 

catalyst for esterification of FFA in vegetable oil 

with methanol.  Hence, in this present research, 

the study of the reduction of FFA content in 

coconut oil was done via esterification reaction 

with methanol by using montmorillonite K-30 as a 
heterogeneous catalyst. The objectives of this study 

were:  ( a)  To investigate the optimum reaction 

conditions for the reduction of FFA in coconut 

oil, and (b)  To study the effects of the important 

variables on the reaction. 
 

2. MATERIALS AND METHODS 

 The unrefined coconut oil feedstock was 

obtained from Sangsook Industry Company 

Limited, Bangkok,Thailand. Montmorillonite K-30 
( in powder form)  was purchased from Sigma-

Aldrich.   Absolute ethanol was purchased from 

Liquor distillery organization, Bangkok, Thailand. 
Methanol, sodium hydroxide, potassium hydrogen 

phthalate, and phenolphthalein were purchased 

from Ajax Finechem Pty Ltd. All chemicals used 

in this study such as methanol, absolute ethanol, 

sodium hydroxide, potassium hydrogen phthalate, 
and phenolphthalein were analytical reagent grade 

and used without any pretreatment. 
 Preparation of coconut oil 

      Pretreatment of coconut oil was done by 

heating at 60 oC and then filtered with Whatman 

filter paper No.93 to remove impurities. After that, 

the FFA content in coconut oil was determined 
by the standard method AOAC Official Method 

940.28 (AOAC 2012). 
     Acid-catalyzed esterification of FFA in 

coconut oil  

 In this study, the acid-catalyzed esterification 

of FFA with methanol by using montmorillonite 

K-30 as catalyst was conducted to investigate the 
optimum conditions for the reduction of FFA 

content in coconut oil.  Besides, the effects of  
important variables on the reaction were also 
studied.  The FFA reduction process composed of 
two steps.  In the first step, the important variables 
affecting the esterification such as methanol 

amounts ( 20, 30, 40, and 50%  v/ v) , catalyst 

amounts ( 0, 1, 3, 5, 7, 9, and 11%  w/ v of oil) , 
reaction temperatures (32, 40, 50, and 60 oC), and 

reaction times (0.5, 1, 2, and 3 h) were optimized. 
In the second step, 6 catalyst amounts of 0, 5, 7, 

9, 11, and 13% w/v of oil were used to investigate 
the optimum conditions for the further reduction 

of FFA in coconut oil. 
 The acid-catalyzed esterification reaction was 
carried out in a laboratory-scale experiment under 

the atmospheric pressure.  First, coconut oil was 

charged into the 250 mL three-necked flat-bottom 

flask and heated to the desired temperature under 

the constant stirring speed by using hotplate with 

a magnetic stirrer.  One neck of the flask was 

equipped with a reflux condenser which used to 
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Scheme 1. Acid-catalyzed esterification 

reaction of FFAs 

condense the methanol vapor back to the reaction 

mixture. The two other necks were used for catalyst 

feeding and equipped with a thermometer.  After 

that, methanol and montmorillonite K- 30 were 

added to the coconut oil and the reaction time 

was started at this point.  After completion of the 

reaction, the reaction mixture was poured into the 

separatory funnel and allowed to settle overnight. 
The reaction mixture was clearly separated into 

three layers.  The top layer was the mixture of 

residual methanol and water produced from the 

esterification reaction. The middle layer contained  
coconut oil, a trace of unreacted methanol, and 

water whereas the bottom layer was the spent 

catalyst. The coconut oil layer was separated and 

subjected to heat at 110 oC to remove methanol 

and water.  Then, the oil product was filtrated 

with Whatman filter paper No.93 to remove the 
impurities.  Finally, the clear coconut oil product 

was obtained and the remained FFA in oil was 

determined by AOAC Official Method 940. 28 

(AOAC 2012).   
 

3. RESULTS AND DISCUSSION  

     The coconut oil feedstock obtained from 

Sangsook Industry Company Limited is an 

unrefined type. It was viscous liquid with brown in 
colour. There were some small suspended solids in 
oil.  After pretreatment step, suspended solids were 

remove by filtration and the clear, viscous, and 

brown liquid was obtained. The initial FFA content 

of coconut oil was 4.97% w/w (as lauric acid). The 
triglyceride of coconut oil composed of three kinds 
of fatty acid. These included saturated fatty acid, 
monounsaturated fatty acid, and polyunsaturated 

fatty acid. The fatty acid composition of coconut 
oil is shown in table 1. 
 Therefore, during esterification by using 

montmorillonite K- 30 as a catalyst, the FFAs 

reacted with methanol to form methyl esters such 

as methyl laurate, methyl myristate, and methyl 

oleate as shown in Scheme 1. 
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 Coconut oil is the highest natural source of 

medium chain fatty acid (lauric acid). Thus, coconut 

oil biodiesel has a lower viscosity than biodiesel 

produced from other vegetable oils. Besides, the 

viscosity of coconut biodiesel was very close to 

Thai petrodiesel [12]. 
 

Table 1. Fatty acid composition of coconut oil [12] 
Fatty acid Structure 

(xx:y) 
Chemical 

formula 

Percentage 

(%) 
Caprylic acid 8:0 C8H16O2 3.35 

Capric acid 10:0 C10H20O2 3.21 

Lauric acid 12:0 C12H24O2 32.72 

Myristic acid  14:0 C14H28O2 18.38 

Palmitic acid  16:0 C16H32O2 13.13 

Stearic acid  18:0 C18H36O2 3.60 

Oleic acid  18:1 C18H34O2 12.88 

Linoleic acid 18:2 C18H32O2 4.35 

xx indicates number of carbons. 
y indicates number of double bonds in the fatty acids chain. 
 

 

 Acid-catalyzed esterification : Step 1  

 The effect of methanol amount 

 The esterification reaction between the 

FFA and methanol is a reversible reaction and so 

the excess of methanol must be added to drive the 

reaction towards the right to ensure the complete 

reaction.  Hence, the effect of methanol amounts 

of 20, 30, 40, and 50% v/v (1:4, 1:7, 1:11, and 1:17 

molar ratio of  FFA/methanol, respectively) on the 

esterification of FFA were studied in the presence 

of 5% w/v of oil of montmorillonite K-30 at 60 oC for 

2 h. The results were shown in Figure 1. 
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 It can be seen clearly from Figure 1  that the 
methanol amount is one of the important variables 
that influence the esterification reaction.   The 
increase in the methanol amount from 20-50% v/v 

consecutively increases the FFA conversion. 
 

 

 

 

 

 

 

 

 

 
 

Figure 1.  Variation of the FFA conversion with 

methanol amount. 
 

        The highest FFA conversion was reached 

at the methanol content of 50% v/v (1:17 molar 

ratio of  FFA/methanol) and at this point, the FFA  
remained in the coconut oil 2. 53%  w/w.  These 

results can be explained by Le Chatelier’ s 

Principle.  The equilibrium shifted to the right 

towards the side of the products when the methanol 

amount increased.  In addition, these results are   
supported by the collision theory. As the amount 

of methanol increased, the frequency of successful 
collisions of the reactants would increase as well. 
It resulted in the increase of the forward reaction 

and thus, the more methyl ester product was 

generated. Moreover, when the excess of methanol 
was employed, the viscosity of the reaction system 
was reduced. This resulted in the promotion of  the 

rate of reaction due to the better mixing between 

coconut oil, methanol, and montmorillonite K-30.  
Therefore, the optimum methanol amount was 

50% v/v. 
    The effect of catalyst amount 

    In this research, montmorillonite K-30 was 

used as a catalyst in the esterification reaction of 

FFA. Montmorillonite K-30 is  one type of the acid-

treated montmorillonite clays which pH 2.8-3.8 

and surface area ~ 330 m2/g.  Chemical analysis 

of montmorillonite K-30 is shown in table 2. 
 The effect of catalyst amount on acid-
catalyzed esterification of FFA was studied by 

varying catalyst amount from 0-11% w/v of oil 

while the methanol amount, reaction temperature,   
and reaction time were kept constant at 50% v/v, 

60 oC, and 2 h, respectively. The results were shown 

in Figure 2. 
 

Table 2 Chemical analysis of montmorillonite 

K-30 [10] 
 

Composition % Composition % 

SiO2 80.0 MgO 1.0 

Al2O3 10.0 Na2O 0.3 

Fe2O3 1.8 K2O 0.5 

CaO 0.2 Loss on ignition 6.0 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 2. Variation of the FFA conversion with     

catalyst amount. 

 
 The results indicated that the esterification 

of FFA in coconut oil with methanol could have 

occurred from the autocatalysis whereby the 

reaction was catalyzed by the FFA in coconut 

oil.  However, the rate of reaction was slow and 

only 39.03%  FFA conversion was obtained. When 
the catalyst was used, the rate of reaction was 

increased. The conversion of FFA increased with 

the increase of the catalyst amount and the highest 

conversion was observed with a catalyst amount 

of 5% w/v of oil.  At this point, the lowest FFA 
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content (2.53% w/w) was obtained. After the catalyst 

amount of 5% w/v of oil, the conversion of FFA 

was decreased when the catalyst amount increased. 
This is due to the using of a high catalyst amount 

(7-11% w/v of oil) accelerated the rate of reaction 
which led to the formation of a large amount of 

water. Thus, according to Le Chatelier’s principle, 

the equilibrium shifted to the left which resulted in 

the formation of FFA. The 5% w/v of oil of catalyst 
was found to be optimum because it provided the 
highest conversion of FFA. 
  The effect of reaction temperature 

 The reaction temperature is one of the 

important variables that affect the reaction rate of 

the esterification.  In this research, the effect of 

reaction temperature on the esterification of FFA in 

coconut oil was studied in the range of 32 (room 

temperature)-60 oC using methanol amount of  50% 
v/v, catalyst amount of 5% w/v of oil, and reaction 

time of 2 h. The results were shown in Fig 3. 
 

 

 

 

 

 

 

 

 

 

 
 

Figure 3.  Variation of the FFA conversion with 

reaction temperature. 
 

     As can be seen from Fig 3, montmorillonite 

K-30-catalyzed esterification of FFA in coconut oil 
could occur at 32 oC, but the reaction was incomplete. 
An increase in reaction temperature accelerated 

the reaction towards the methyl ester formation. 
Therefore, the FFA conversion was consecutively 

increased when the temperature increased.  This 

could be explained that esterification is the 

endothermic reaction [13] in which heat is absorbed 

in the reaction. When the temperature increased, it 

caused the forward reaction to occur. This resulted 

in increasing the amount of methyl ester and 

decreasing the amount of FFA in oil.  In addition, 
an increase in the reaction temperature increased 

the kinetic energy of the reactant particles.  This 
resulted in the increase in the number of successful 
collisions between the molecules of reactants, 
which led to the increase in rate of FFA conversion. 
The maximum conversion was reached at 60 oC. 
Thus, it was the optimum reaction temperature. 
 The effect of reaction time 

 The effect of reaction time on the completion 

of the acid- catalyzed esterification of FFA was 

studied by varying reaction time from 0.5-3 h. The 

experiment was carried out by fixing the methanol 

amount of 50% v/v, catalyst amount of 5% w/v of oil, 

and reaction temperature of 60 oC. The results were 

shown in Fig 4. 
 

 

 

  

 

 

 

 

 

 

 
 

Figure 4. Variation of the FFA conversion with   

reaction time. 

 
 It can be observed that when the short 

reaction time (0.5 h)  was used, the acid-catalyzed 

esterification of FFA was incomplete. An increase 

in the reaction time led to more completion of the 

esterification reaction which resulted in the 

increase of  FFA conversion.  From the economic 

point of view, 2 h.  was selected as the optimum 

reaction time. 
         Hence, the optimum conditions obtained 

from the Acid-catalyzed esterification : Step 1 were 
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methanol amount of 50% v/v, catalyst amount of 

5%  w/v of oil, reaction temperature of 60 oC and 

reaction time of 2 h.   At these conditions, FFA 

conversion was 49.09% and the FFA content was 

reduced from the initial value to 2.53% w/w. 
 Acid-catalyzed esterification : Step 2 

 As can be seen that the FFA content in 

coconut oil was not reduced to less than 1% w/w 

(limit of FFA content in oil feedstock for alkaline-
catalyzed transesterification) by the Acid-catalyzed 

esterification :  Step 1.  Hence,  further study was 
performed by using the Acid-catalyzed esterification 
: Step 2. First, the coconut oil having FFA content of 

2. 53%  w/w was produced by using the optimum 

conditions of Acid-catalyzed esterification : Step 1. 
After that, the oil was subjected to further reduction 

of FFA content by esterification with methanol by 

using the montmorillonite K-30 as a catalyst.  The 

experiments were conducted by varying the catalyst 

amount from 0-13% w/v of oil while the methanol 

amount, reaction temperature, and reaction time 
were kept constant at 50% v/v, 60 oC, and 2 h, 

respectively. The results were shown in Figure 5. 
 

 

 

 

 

 

 

 

 

 

 
 

Figure 5.  Variation of the FFA conversion with 

catalyst amount in Acid-catalyzed esterification : 
Step 2 

 
 The results showed that after the Acid-
catalyzed esterification : Step 2, the FFA content in 

coconut oil was not reduced to less than 1% w/w. 
However, catalyst amounts  in the range of 7-11% 

w/v of oil provided the highest  FFA conversion in 

which the FAA content in oil was 1.33% w/w. From 

the economic point of view, 7%  w/ v of oil was 

selected as the optimum catalyst amount.   At this 

point, the FFA content in coconut oil was reduced 

from the initial value of 4.97% w/w to 1.37% w/w with 

the FFA conversion of 47.43%. 

 
4. CONCLUSIONS 

 In conclusion, this study revealed that the 
FFA content in coconut oil could be reduced  
72. 84%  from the initial value by the two- step 
montmorillonite K-30-catalyzed esterification with 

methanol. In the first step, the FFA content was 

reduced from the initial value of 4.97 to 2.53% w/w 
( 49. 09%  FFA conversion)  under the optimum 

conditions of 50% v/v of methanol, 5% w/v of oil 

of catalyst, 60 oC and 2 h.  In the second step, the 

FFA content was further reduced to 1. 37%  w/ w 

under the conditions of 50% v/v methanol, 7% w/v 
of oil of catalyst, 60 oC and 2 h. All of the variables 

studied in the Acid-catalyzed esterification : Step 1 

had a positive effect on the reaction except when 

the three catalyst amounts of 7, 9, and 11% w/v of 

oil were used, the negative effect was obtained. 
Montmorillonite K-30 could be one of the alternative 

acid heterogeneous catalysts for the reduction of  
FFA in high FFA containing vegetable oils via acid-
catalyzed esterification. However, the FFA content 
in oils does not exceed 4.97% w/w and the optimum 

conditions for the reduction of  FFA content to 

less than 1%  w/ w should be investigated for the 

future work.   
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ABSTRACT 

 Cadmium and zinc ferrite nanoparticles were prepared by co- precipitation.  The crystal 

structure and morphology of the samples characterized by mean of X- ray diffraction ( XRD) , 

transmission electron microscope ( TEM) . The corresponding X- ray diffraction peaks confirm the 

formation of cubic spinel structure of CdFe2O4 and ZnFe2O4. The CdFe2O4 and ZnFe2O4 nanoparticles 

show spherical nanostructures with the average size of 22 and 23, respectively.  The gas sensing 

properties of the samples were also investigated.  The results reveal that the CdFe2O4, can increase 

efficiency sensitivity to hydrogen sulfide gas up to 12 at 10 ppm.  The gas response was investigated 

in the temperature of 350°C toward hydrogen sulfide gas concentrations.  
Keywords:Cadmium, Zinc ferrite, Nanoparticles, Hydrogen sulfide. 
 

1. INTRODUCTION 

 Spinel-type oxide with a formula of AB2O4 

is important complex oxide in gas- sensing 

materials.  The literature has reported CdFe2O4 

sensor to show a high response to dilute CH3SH 

and ethanol.  The response of CdFe2O4 sensor 

prepared by chemical precipitation method was 

more than 20 to 100 ppm ethanol at 300oC.  And 

the Ag doped CdFe2O4 sensor prepared by sol–
gel response was 39.18 to 45 mol.L−1 (about 1000 

ppm) ethanol at 330oC [1]. In this study, CdFe2O4 

powder was prepared by sol-gel method, and its 

response to 100 ppm ethanol was 55 at 250oC.  
 Many works on spinel ferrites for gas 

sensor application have been carried out [2–4] . 
Among spinel ferrites, spinel zinc ferrite 

(ZnFe2O4), a typical normal spinel with Zn2+ ions 

distributed on the tetrahedral Asites and Fe3+ ions 

located on the octahedral B-sites, is a promising 

material for detecting gases because of its good 

chemical and thermal stability, low toxicity, 

high specific surface area and excellent 

selectivity [5–8] .  The gas-sensing properties of 

sensors based on pure ZnFe2O4 to acetone gas 

have been investigated.  It is reported that the 

response to acetone vapor (50,000 ppm) of sensor 

based on ZnFe2O4 prepared by sol–gel method is 

8 at 550 ◦ C [ 8] .  Sensors based on ZnFe2O4 

materials with other nanostructures, such as 

nanoparticles, nanospheres and nanosheets have 

been investigated with many gases, including 

H2S gas [ 9–13] .  For instance, Zhou et al.  [ 14] 
reported that gas sensors based on porous 

ZnFe2O4 nanospheres synthesized by 

solvothermal methods exhibit high response of 

11. 8 to 30 ppm acetone at 200 °C but low 

response of 1.6 to H2S at the same concentration 

and temperature.  
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2. MATERIALS AND METHODS 

2.1 Particles synthesis and characterization 

 The CdFe2O4 and ZnFe2O4 were prepared 

as follows. The nitrate of Cd or Zn and iron were 

dissolved in water at the designated molar ratio 

Cd/ Feor Zn/ Fe ( 1: 2) .  To this solution, a 6 M 

NaOH solution was added at 70°C under stirring 

for aging for 1 h, the resulting precipitate 

( hydroxides)  was collected by centrifugation, 

washed thoroughly with distilled water to adjust 

the pH neutral and dried at 120°C.  Finally, the 

precursor was calcined twice at 400°C for 1 h 

and 600°C for 2 h to form the CdFe2O4 and 

ZnFe2O4.  
 The samples were characterized by X-ray 

diffraction ( XRD, Rigaku, TTRAXIII 

diffractometer) ) , scanning electron microscopy 

(SEM, JEOL JSM-6335F) , energy-dispersive x-
ray spectroscopy ( EDS)  and transmission 

electron microscopy (TEM). 
2.2 Preparation of thick films and sensing 

test 

Paste for sensing film fabrication was 

prepared by mixing the nanoparticles into an 

organic solution composed of ethyl cellulose and 

α-terpineol, which acted as a vehicle binder and 

solvent, respectively. The resulting paste was spin-
coated on Al2O3 substrates with predeposited 

interdigitated Au electrodes.  The films were then 

annealed at 450°C for 2 h (with heating rate of 2 

°C/min)  for binder removal.  The particle size of 

films was grown slightly after the films were 

annealed at 450°C in air.  An external NiCr heater 

was heated by a regulated dc power supply to 

different operating temperatures.  The operating 

temperature was varied from 200°С to 350°С. The 

resistances of various sensors were continuously 

monitored with a computer-controlled system by 

voltage-amperometric technique with 5 V dc bias 

and current measurement through a picoammeter. 
The sensors were characterized towards H2S in the 

concentration ranging from 0. 5 to 10 ppm.  The 

sensors were exposed to a gas sample for ~5 

minutes at each gas concentration and then the air 

flux was restored for 15 min.  The gas sensing 

behaviors were analyzed in term sensor response 

defined as the ratio of the original resistance in air 

to the resistance of a sample upon exposure to the 

gas for is reducing gas (H2S). 
 

3. RESULTS AND DISCUSSION  

3.1 Characterization 

The crystallographic structure of CdFe2O4 
and ZnFe2O4 nanostructure were characterized by 

powder XRD (Philips X-ray diffractometer) with a 

1.5 kW Cu X-ray source, 2θ range of 10°–60°, scan 

step of 0.02°.  Figure 1. showed the XRD patterns 

of CdFe2O4 and ZnFe2O4nanoparticles.  All 

samples exhibit sharp and pronounced XRD 

peaks, indicating high degree of crystallinity.  The 

corresponding X-ray diffraction peaks for (111) , 
(220) , (311) , (422)  and (511)  planes confirm the 

formation of cubic spinel structure of CdFe2O4 
(JCPDS Card No. 79–1155) and the corresponding 

X-ray diffraction peaks for (111), (220), (311), (400), 
(422)  and (511)  planes confirm the formation of 

cubic spinel structure of ZnFe2O4 ( JCPDS Card 

No. 80–1012). 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Showed the XRD patterns of CdFe2O4 

and ZnFe2O4 nanoparticles.  

10 20 30 40 50 60

2

*
**

*

*
*

*
*

*

(5
1
1
)

(4
0
0
)

(3
1
1
)

(2
2
0
)

(1
1
1
)

(4
2
2
)

(5
1
1
)

(4
2
2
)

(3
1
1
)

*JCPDS No. 89-1012

CdFe2O4

ZnFe2O4

*JCPDS No. 79-1155 (2
2
0
)

*



 

54 
 

Figure 2.  The crystallinity of (a)  CdFe2O4 

and(b)  ZnFe2O4nanoparticles were examined by 

TEM and the selected area electron diffraction 

( SAED)  pattern.  The morphology of CdFe2O4 

were spherical and quadrilateral particles with 

diameter of about 10–20 nm and width of 30–50 

nm, length of 30– 50 nm, respectively.  For 

ZnFe2O4 were spherical particles with diameter 

of about 10-30 nm. 
The corresponding HR-TEM images (right) 

of samples showed lattice fringes on various 

nanoparticles whose d- spacings were matched 

with various planes of the CdFe2O4 and ZnFe2O4 
phase, in accordance with those observed in the 

XRD patterns (Figure 1). 
 

 
Figure 2.HR-TEM images of (a) CdFe2O4 and (b) 
ZnFe2O4 nanoparticles. 

 

3.2 Gas Sensing Properties 

The effect of operating temperature 

ranging from 200 to 350 °C on the response to 

10 ppm hydrogen sulfide (H2S)  of CdFe2O4 and 

ZnFe2O4gas sensors were demonstrated in 

Figure 3.  The responses of all sensors increase 

monotonically with increasing the operating 

temperature. In particular, the CdFe2O4 sensor  

 

 

exhibits the highest response of 12 to 10 ppm 

H2S at the operating temperature of 350°C. 
The CdFe2O4 sensing film was smaller band 

gap energy than ZnFe2O4 significantly enhances 

H2S response.  Therefore, the band gap was a 

major factor determining the electrical 

conductivity of sensor.  The sensor with small 

band gap significantly enhances electrical 

conductivity, because of the valence and 

conduction bands were nearly overlap. 
 The corresponding sensing characteristics in 

terms of response time of CdFe2O4 and ZnFe2O4 

sensors as a function of H2S concentration showed in 

second. 
In firure 4, the responses of CdFe2O4 and 

ZnFe2O4 sensors were linearly increased with 

concentration of H2S were increased.  The CdFe2O4 

sensor showed the higher response than ZnFe2O4 

sensors. On the other hand, in term of response time of 

CdFe2O4 and ZnFe2O4 sensors were slightly 

decreased with concentration of H2S were increased. 
 

 
 

Figure 3.  The responses of CdFe2O4 and 

ZnFe2O4 sensors at 200-350 °C to 10 ppm of H2S. 
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Figure 4. The responses and response time of 

CdFe2O4 and ZnFe2O4 sensors at 350°C to 0.5-

10 ppm of H2S 

 
 

4. CONCLUSIONS 

In conclusion, gas-sensing characteristics of 

CdFe2O4 and ZnFe2O4 nanoparticles were 

systematically investigated.  XRD studies 

confirmed that the nanoparticles are highly 

crystalline with the cubic spinel phase of CdFe2O4 

and ZnFe2O4.  Gas- sensing studies showed that 

CdFe2O4 nanoparticles sensor can greatly improve 

the H2S response.  
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ABSTRACT 

Exposures to nanoparticles in the ambient environment have been linked to adverse 

cardiopulmonary effects. Ambient atmosphere nanoparticles are derived mainly from vehicle 

combustion or traffic-related emissions. Black carbon is a major component of the soot generated by 

incomplete fuel combustion. The most appropriate method charactering black carbon is through an 

inhalation exposure system. There were, however, difficulties in generating nanoparticle with 

identical size and stable concentration. Therefore, this study developed a controllable nanoparticle 

generation system suitable for inhalation exposure study. The system was developed and tested for 

operational performance in generating carbon black in nano-size level, which mostly found in ambient 

environment. The carbon black nanoparticle number concentration of 5000, 10000, and 25000 

particles/cm3 were generated. Particle diameter modes, number concentrations, size distributions were 

measured continuously throughout 8 hours. The present system could constantly and repeatedly 

produce particles with identical size, and size distribution similar to those found in the environment. 
The control system worked rapidly in achieving 95% of the target concentrations in 5 minutes. In 

addition, the temperature, pressure, and relative humidity of the exposure chamber could be stably 

controlled throughout the tested period. The major advantage of this system was the capability of 

producing monodisperse aerosol particles with desired size, distribution, and concentration that useful 

for multipurpose nanoparticle inhalation studies. 
 

1. INTRODUCTION 

 Exposures to ultrafine particles (UFPs, < 100 

nm)  in ambient air are associated with a board 

range of adverse health effects including 

pulmonary and cardiovascular diseases (1), as well 

as cancer and mortality ( 2) .  Because it is small 

enough to be inhaled and deposited in the lungs, 

and distributed to secondary organs via the 

circulation system ( 1) .  The ambient atmosphere 

UFPs are derived mainly from vehicle combustion 

or traffic- related emissions, and have been 

identified as particularly relevant to those health 

effects in humans on both acute and chronic effects 

(3), (4). Black carbon (BC), a type of ultrafine carbon 

particle, is a major component of the soot 

generated by incomplete fuel combustion (5), (6). It 
is widely used for determination of exposure to 

diesel soot, which has been classified as a toxic air 

contaminant and a human carcinogen (7). 
 One method characterizing ultrafine BC is 

through an inhalation chamber by using carbon 

black (CB), since CB is widely used as a model for 

diesel soot produced by incomplete combustion. A 

number of inhalation exposure systems have been 

developed for decades, yet the limitations and 

challenges are still being reported.  For instance, 

difficulties in aerosolizing and dispersing 

nanomaterials down to nano-sized level, difficulties 

in producing stable aerosol concentrations and 

distribution. Therefore, it is important to develop a 
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controllable system to generate the aerosol particles 

for research applications.  Herein, this study 

developed the CB nanoparticle generation and 

exposure system using computer control, and 

aimed to meet these following advantages:  ( 1) 
producing the CB nanoparticle with stable 

concentration, (2) obtaining the aerosolized CB to 

the desired size, with identical size distribution, (3) 
maintaining the concentration of CB at minimal 

fluctuation of ± 5% throughout the tested period, 

and (4) minimizing the response time to attain the 

targeted concentration. 
 

2. MATERIALS AND METHODS 

2.1 Experimental setup 

 The entire experimental setup for nanoparticle 

generation and exposure system is shown in Figure 

1.  The system basically consists of an aerosol 

generation, the particle characterizing section, and 

the exposure chamber.  Compressed air was 

cleaned by passing through a high efficiency 

particulate air (HEPA) filter, then regulated by two 

mass flow controllers ( Alicat scientific, MC-
10SLPM-D/5M, MC-20SLPM-D/5M). 
 

 

Figure 1. Schematic diagram of monodisperse  

 

 

The first mass flow controller (MFC-1) was used to 

supply the air into the atomizer (model 3076, TSI) 
at a flow rate ranging from 3 to 5 liters per minute 

(LPM) with a controlled pressure of 30-35 psi, and 

the second mass flow controller (MFC-2) was used 

to supply the air to dilute the generated particles 

with the varied flow rates ranged from 0 to 20 

LPM. These two mass flow controllers were put in 

a feedback loop and automatically controlled by 

computer LabVIEW program, in maintaining the 

generated particles at target concentration. 
 The output particles generated from atomizer 

were dried by passing through drier column (silica 

gel). The aerosol particles were then neutralized by 

neutralizer (3012A, TSI), and the aerosols are now 

suitable to be classified. Before being classified, the 

generated particles were diluted by dilution air 

regulated by MFC- 2, to reach the desired 

concentration.  An electrostatic classifier equipped 

with the 3085 differential mobility analyzer (DMA) 
was used as the particle size selector. The selected 

particles were then neutralized again, and counted 

by the condensation particle counter (CPC, model 

3010, TSI) .  This CPC is connected with the 

feedback loop, and used to control the particle 

number concentration in the exposure chamber. The 

particle size distributions and real time 

concentrations at the upstream of exposure chamber 

were analyzed by scanning mobility particle sizer 

(SMPS) system (TSI classifier 

 

 

 

nanoparticle generation and exposure system 3080 

equipped with DMA 3081, and CPC 3787 
platform) .  This study, carbon black nanoparticle 

size of 20 nm was chosen to test because of 

mimicking the ultrafine black carbon particles 
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found in the ambient atmosphere described by 

Yifang Zhu and William C. Hinds (8), (9). A whole-
body exposure chamber is used as an inhalation 

exposure system.  The excess particles were exited 

through chamber outlet that equipped with a 

HEPA filter at the bottom of the chamber.  The 

temperature and relative humidity of the chamber 

were continuously monitored by electronic sensor 

(Vaisala, HMT337). 
 

 2.2 CB nanoparticle generator and exposure 

chamber 

 The ultrafine CB was purchased from 

Degussa ( Printex- 90, 14 nm in diameter with a 

surface area of 253.9 m2/g). The CB solution at the 

concentration of 20 µg/ml in Milli-Q (MQ) water 

was prepared and used as predator.  The solution 

was prepared by using probe type ultrasonicator 

(W-250; Branson, Danbury, CT) at high amplitude 

of 70% for 30 minutes long, to make sure that the 

particle solution was well- dispersed and 

homogenized. To stabilize the solution condition 

at room temperature, the particle solution was 

placed in a separate container filled with ice at all 

time of sonication, in order to prevent evaporation 

of the fluid and particle agglomeration caused by 

the elevated temperature during the sonication. 
Then, CB solution was used for atomizer (constant 

output atomizer; model 3076, TSI). The primary 

concentration of CB solution is determined based 

on our previous test regarding the relationship of 

solution concentrations and particle diameter sizes 

obtained. The particle solution was contained in the 

bottle of constant output atomizer (Model 3076) 
and ready to be generated. 
 To generate CB monodisperse particles, 

clean dry compressed air with the control flow rate 

and pressure of 3- 5 LPM and 30- 35 psi, 

respectively, was introduced into an atomizer. The  

 

 

solution was drawn into the atomizing section 

through a vertical passage and was atomized by the 

jet.  Only fine droplets left the atomizer through a 

fitting at the top (Figure 2) , large droplets were 

removed by impaction on the wall opposite the jet, 

and excess liquid was drained at the bottom of the 

atomizer assembly block into the reservoir bottle. 
Carbon black aerosols were then formed and 

introduced into the system, and controlled further 

by LabVIEW program described in previous 

section. 
 A 180- L whole- body exposure system 

(Figure 1. )  was designed and constructed out of 

stainless steel and polycarbonate which capable 

exposure of 12 rats simultaneously exposed at one 

time.  The chamber measured 20 x 25 x 22 inches 

allowing generated particles introduced and 

distributed uniformly to the exposed animals. Each 

hole and connection in the chamber is sealed with 

rubber.  The carbon black particle is delivered into 

the chamber from the top center and exited the 

chamber from the bottom exhausted hole. 
Additional sampling ports in the chamber 

permitted the measurement of chamber 

temperature, relative humidity, and pressure.      
 

 2.3 Computer software user interface 

 The graphical user interface controlling the 

CB exposure system is implemented using the 

LabVIEW program.  The display of the software 

interface is shown in Figure 3. A graphical display 

shown on the lower left of the screen continuously 

displays the chamber concentration with 

indicating the target concentration level and ± 5% 
deviation lines ( red and light blue)  as the 

background template. Meanwhile the atomizer 

pressure regulated pressure with ± 5%  deviation 

lines, were continuously displayed on the upper  
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Figure 2. Model 3076 constant output atomizer 

 

right of the screen.  There are four column groups 

placed in a rectangle, the leftmost column 

displayed the current concentration, mass flow 

controller ( MFC) - 1 and MFC- 2 output, and 

atomization pressure.  The next column includes 

four user- selected buttons used to specify the 

communication channels between the particle 

measuring devices and computer.  The third left 

column provides the channels for data input 

including of the target generated concentration, 

maximum airflow regulated by MFC-1 and 2, and 

atomizer regulated pressure.  The last column 

provides the data input of desired exposure time, 

and displays of the current and starting time. Four  

 

 

 

 

 

 

 

activated buttons in the top of a user interface 

provide the main control for the particle generation 

and exposure system including a start ( arrow) , 

reset, stop, and pause button. All graphical displays 

and time are continuously displayed throughout 

exposure period.  Each graphical display is provided 

the status button at the bottom, and flashing red light 

is shown up if the concentration or pressure is out of ± 

5% limit.  The following experimental parameters are 

automatically saved into the computer at 1- sec 

intervals: elapsed exposure time (second), atomization 

pressure ( psi) , atomization and ( TSI incorporated) 
number concentration (particles/cm3), and exposure 

chamber temperature (◦C) and relative humidity (%). 
After the exposure time has reached, the program will 

stop automatically and the data is saved to the 

designated drive. 
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Figure 3. Computer software user interface 

 

 

2.4.  Particle number concentration and stability of 

the system 

 To test the performance of the system, the 

CB particle concentrations of 5000, 10000, and 

25000 particles/cm3 with controlled diameter size 

of 20 nm were produced. The ultrafine CB solution 

was used as predator to produce monodispersed 

CB nanoparticles.  The generation and dilution 

airflows regulated by MFC-1 and 2, respectively, 

were automatically supplied corresponding to the 

target number concentration setup in the 

LabVIEW program.  Then, chamber concentration 

was held constant by the feedback which signaled 

controlling via the CPC 3010.  The number 

concentration of carbon black particles introduced 

into the exposure chamber were continuously 

controlled and monitored throughout 8 hours,  

 

 

 

 

 

herein the stability of computer-controlled system 

could be confirmed.  

 

2.5 Determination of particle size distribution 

 The diameter size of generated CB particles 

was targeted at 20 nm, because of mimicking the  

black carbon particles found in the ambient 

environment as mentioned. The CB particle was  

generated and classified in obtaining the particle 

with diameter size of 20 nm for all three 

concentration levels. The particle size distributions 

were determined using scanning mobility particle 

sizer ( SMPS)  system.  This analyzing system 

employed the electrostatic classifier 3080 

equipped with 3081 DMA in tandem, and water-
based CPC model 3787 for measuring number size 

distribution of generated particles.  
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CB nanoparticle in the exposure chamber was 

measured by the SMPS for 3- min interval 

throughout the 8-h generation period.  The particle 

diameter mode and geometric standard deviation 

( GSD)  obtained from the cumulative frequency 

distribution run on TSI aerosol instrument 

manager (AIM) software were analyzed and used 

to determine diameter size of generated particles. 
  

2.6. Exposure chamber conditions 

 The temperature and relative humidity of the 

exposure chamber were continuously measured 

throughout 8 hours using a temperature & relative 

humidity sensor (Vaisala, HMT337). The packs of 

silica gel were put at the bottom space of the 

chamber separated from the area of animals’ 
exposure to prevent high relative humidity.                   
The temperature and relative humidity of the 

exposure chamber were maintained at 22.0 ± 3.0 

◦C and 30-70%, respectively, as recommended by 

the organization for economic cooperation and 

development (OECD). 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. RESULTS  

 3.1 CB particle number concentration and 

stability of control regulation 

The system was operated totally for 8 hours 

by computer control, only the short resting time 

was set in between in order to mimic the real 

situation when conducting animal exposure.  The 

system was tested on the performance of 

producing monodisperse CB nanoparticles at 

diameter size of 20 nm, and the results are shown 

in Figure 4. Three target number concentrations of 

CB in the unit of particle number per cubic 

centimeter ( particles/ cm3)  were produced and 

tested with controlling the variation at ± 5%. 
The results showed that the average 

concentrations of CB nanoparticles generated to 

the exposure chamber at the first-four hours were 

controlled at 4,974±316, 9,834± 609, and  

24,692±2,321 particles/cm3 for the target number 

concentrations of 5,000, 10,000, and 25,000 

particles/cm3, respectively.  The results of second-
four hours conducted immediately after short 

resting time revealed similar results for all 

concentrations as shown in Table 1.  Notably, the 

number concentrations of generated particles were 

controlled with the fluctuation of less than 10% for 

the coefficient of variation ( CV)  at all target 

concentrations tested (%CV = 6.19-9.43).  
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Figure 4.  The particle concentration throughout 8-h generated at the target concentration of 5,000 (A), 
10,000 (B), and 25,000 particles/cm3 (C) using feedback system.  Inserted time in the graphs indicated the 

rise time of achieving 95% targeted concentration, and reaching 5% initial concentration. 
 

 In addition, the system’s stability controlled 

by feedback system exhibited the rapid rise to the 

equilibrium particle number concentrations 

(Figure 4). The rise times required in attaining 95% 
of the target 

  

concentrations varied from 1:04 – 4:45 min. The fall 

times to reach 5% of initial concentrations varied 

from 0:56 – 3:19 min. These results showed a good 

performance of feedback control system in 

controlling the concentration of CB particles at the 

stable level, and achieving the equilibrium 

concentrations rapidly. 
 

(B) 

(A) 

(C) 
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Table 1. Mean, standard deviation (SD), and coefficient variation (CV) of particle generation 

 

 

 

 

 

 

 

 

 

 3.2 Particle size distributions of CB 

 In ideally, the particle size distribution of CB nanoparticle generated to the inhalation chamber 

should remain constant throughout exposure periods to ensure the reproducibility of the generation 

system. The particle size distributions of CB for three different concentrations are shown in Figure 5. The 

size distribution curves indicated normal distribution and they are identical for all three target 

concentrations. 
 

 
Figure 5.  The size distributions of CB particles measured by SMPS throughout 8- h at each target 

concentration of 5,000 (A), 10,000 (B), and 25,000 particles/cm3 (C) 
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 The modes and GSD of generated CB 

particles obtained from SMPS were 21. 80 nm 

(GSD 1.25), 22.63 nm (GSD 1.23), and 23.12 nm 

(GSD 1.24)  for the target concentration of 5000, 

10000, and 25000 particles/ cm3.  The results 

indicated the nano- size level of generated CB 

particles, and the monodisperse particles 

confirmed by the GSD (GSD≤1.25)  (10)  for all 

concentration levels. 
 3.3 Exposure chamber conditions 

 The average temperature and relative 

humidity of the exposure chamber were 

maintained at 24.56 ±0.84 ◦C, and 48.91 ± 3.83%, 

respectively, throughout 8-hr generation period as 

shown in Figure 6. The packs of silica gel put at the 

space below the area of animals’ exposure helped 

to prevent high relative humidity throughout 8-hr 

test period.  Thus, the results indicated that the 

environmental conditions of this whole- body 

inhalation chamber were controlled.  The chamber 

is acceptable by the criterions of the organization 

for economic cooperation and development 

( OECD) , which recommended that, the 

temperature and relative humidity of the inhalation 

chamber should be maintained at 22.0 ± 3.0 ◦C and 

30-70%, respectively. 
 

4. DISCUSSIONS AND CONCLUSIONS 

A controllable nanoparticle generation and 

exposure system was effectively designed.  The 

system consistently generated CB particles 

throughout the test period, confirming the 

capability for inhalation studies. The measurement 

of particle number concentration demonstrated the 

stability in generating the particles at various 

concentrations with the fluctuation of less than 10% 

CV.  This value is superior to the recommendation 

of the OECD, which recommended that no more 

than ±20% fluctuation for liquid or solid aerosols 

generation for inhalation studies (11).  
 

Since the OECD test guidelines is the gold 

standard for the testing of chemicals and 

periodically reviewed by the scientific committee, 

and also the animal welfare forum.  In considering 

into the performance of a designed system, the 

mean equilibrium concentrations of CB particles 

were achieved in a short time (< 5 min) for all target 

concentrations, and maintaining the constant 

levels throughout 8-hr tested period, indicating that 

the system worked rapidly and appropriately 

control. 
 The CB particle size distribution modes 
measured by the SMPS slightly increased with 

increasing target concentration, as seen by Figure 

5.  This is due to increased collision frequency 

between the aerosol particles upon particle 

generation.  It is expected that higher target 

concentrations initially result in more 
agglomeration. However, the characteristics of CB 

nanoparticles ( size distributions, modes, and 

GSDs)  generated by this system mimicked the 

black carbon particles found in the environment, 

as described by previous studies ( 12) .  Thereby, 

showing that this system is capable for 

environmental aerosol particles inhalation study 

research.  Another advantage of this system is the 

capability in generating the particles at desired size 

and concentration.  This should be very helpful for 

research applications such as aerosol instrument 

calibration, filter testing, dose-response inhalation 

studies, and other experiments for validating 

models.  In addition, this study demonstrated that 

the temperature, pressure, and relative humidity in 

the exposure chamber were controlled 

appropriately in accordance with the OECD 

guidance, confirming that a designed system can 

be applied to the inhalation studies. 
However, some limitations can also be 

found in this study such as (1) the presence of small 

interference peak in the CB solution used, this can 

affect the GSD and actual concentration of the 

generated CB, even a little. (2)  
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A designed system still needs a person 

whose well-understand the system and parameters 

to be inputted.  Since, those parameters need to be 

carefully considered at the beginning, then, the 

system can work continuously without major 

requirements. 
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ABSTRACT 

 The purposes of this research were to evaluate the types of prebiotics ( inulin ( IN)  and 

polydextrose (PD) as fat substitutes) affected the sensory properties and study 2 conditions of muffin 

storage. 1) The mixture of replaced fat with prebiotic was chilled and then baked by an oven (CO) and 

2) the mixture of replaced fat with prebiotic was baked, then chilled, and then reheated by a microwave 

(BCM). The levels of prebiotic at 0, 10, 20, 30, and 40% of fat in each storage condition were assessed 

by 100 panelists. The IN-CO samples were not significantly different sensory attributes from the CO-
control samples except the flavor, and the PD-CO samples were not significantly different sensory 

attributes from IN-CO samples. The PD-BCM samples were inferior appearance and texture than the 

BCM-control samples.  The CO-muffins with 20 and 30% of PD gave the highest sensory attributes 

similar to the CO-control samples. The BCM-muffins with 30% of PD were similar to the BCM-control 

samples.  Amount of prebiotic for replacement of fat affected the organoleptic characteristics of 

muffin.  This research was a potential model of chilled muffin storage before baking by replacing fat 

with PD which their organoleptic characteristics were accepted by consumer. 

Keywords: organoleptic characteristics, prebiotic, inulin, polydextrose, muffin 

1. INTRODUCTION 

    Muffin is a bakery which its shelf life is not 
a long time.  It is necessary to use preservatives 

extending shelf life.  Besides, controlling the 

process of heating and storage are important 

factors which lead to long storage including its 

components, moisture and cleanness of 

production.  Mostly bakery products are baked for 

decrease of moisture contents and water activity to 

prevent deterioration and extend shelf life, such as 

cookie, puff, and pie, etc.  However, their texture 

are generally dry and hard. If muffins can be stored 

in a refrigerator without affecting the organoleptic  

 

characteristics, they will have a long shelf life. 
However, their color, odor, taste, and texture may 
significantly reduce.  Therefore, the researchers 

interested to study the replacement of fat with 

prebiotic and the chilled storage of muffin for good 

sensory features without preservatives. 
 Inulin (IN) is an indigestible fructose polymer 

(Fm) or fructose polymer with a glucose molecule 

( GFn)  which it is isolated from chicory. 
Polydextrose ( PD)  is an indigestible glucose 

polymer which contains some sorbitol and citric 

acid.  It is a relatively high viscosity and gave fat 
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mouthfeel and creaminess. They are carbohydrate-
based fat replacers and also used as a prebiotic. 
Both fat replacers were often used in high fat food 

products, i.e., products of dairy, meat, and bakery. 
They provide 1-1.5 kcal/g of energy.  They gave 
a mouthfeel similar to the full fat or cream, when 

they were combined with water due to their ability 

to form a gel. PD also helped absorb moisture well 

and maintain the freshness and softness of bakery 

products. IN helped stimulate the immune system, 

reducing pH and acids after absorption of 

carbohydrates, and producing vitamins in the body 
( 1, 2, 3, 4, 5, 6) .  This research needs to study 

replacement of fat with prebiotic in muffin and 

chilled storage conditions affecting the sensory 

qualities.  The objectives of this research were to 

evaluate the impact of incorporation of different 

the types and amounts of prebiotic and the 

conditions of muffin storage by chilling mixture 

before baking and baking the mixture before cold 

storage and reheating by a microwave affecting 

sensory quality of muffin.   
 

2. MATERIALS AND METHODS 

 2.1 Materials 

IN ( Tienen, Belgium)  has the degree of 

polymerization (DP) 2- 60. PD (Danisco, Singagpre 

Pte Ltd.) has the molecular weight                  ≤ 22,000 

Da.  Soy protein and xanthan gum were purchased 

from Chemipan Corporation Co., Ltd.  Gluten-free 

all purpose flour plain ( White Wings) , double 

acting formula of baking powder (Unilever Food 
Solutions), salt (Thai Refined Salt Co., Ltd.), natural 

cane sugar (Mitr Phol Sugar Co. , Ltd. ) , coconut 

milk (Thai Agri Food Public Co., Ltd.), rice bran oil 

(Lam Soon (Thailand) Public Co., Ltd.), and pure 

corn flour ( Continental Food Co. , Ltd. )  were 

purchased from supermarket in Bangkok, 

Thailand.  

  

 

 2.2 Types of prebiotic and storage of muffin 

 All purpose flour was sieved and other 

ingredients were weighted following Table 1.  All 

ingredients in each recipe were mixed and poured 

in molds.  Each recipe was divided by 2 parts as 

following: 1) the mixtures in molds were chilled by 

a refrigerator (WRN-57HGG3, Korea)  (4±1°C, 7 

days), then baked by an oven (180°C, 35 min) (CO), 
and then placed at room temperature for 1 hour and 

2) the mixtures in the molds were baked by an oven 

(GC-1009, Sveba Dahin, Hong Kong) (180°C, 35 

min), then placed at room temperature for 1 hour, 

then chilled at 4±1°C for 7days, and then reheated 

by a microwave (Samsung, GME711K, South  

 

Table 1.  Types of prebiotic for replacement of fat 
in ingredients of muffin 

Ingredients (g) Prebiotics 

Control          IN         PD 

Coconut milk 

Rice bran oil 

Cane sugar 

IN 

PD 

All purpose flour 

Soy protein  

Corn flour 

Xanthan gum 

Baking powder 

Salt 

350 

80 

150 

- 
- 

355 

20 

8.85 

0.15 

15 

1 

350 

60 

150 

20 

- 
355 

20 

8.85 

0.15 

15 

1 

350 

60 

150 

- 
20 

355 

20 

8.85 

0.15 

15 

1 

From:  (7, 8)  

                         
Korean)  at 700 W for 30 s ( BCM) , and then 

assessed organoleptic properties.  

 2. 3 Quantities of prebiotic and storage of 

muffin 

 Wheat flour was sieved and all ingredients  

were weighted as in Table 2.  Type of prebiotics 

was selected according to 2.2 and used for studying 

in this step.  The quantities of prebiotic for 

replacement of fat in each recipe at 0, 10, 20, 30, 
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and 40 %  of rice bran oil.  All ingredients were 

mixed, put in molds and then divided 2 parts of the 

experiments as follows:  
 

Table 2. Quantities of prebiotic for replacement of 

fat in ingredients of muffin 

Ingredients (g) Replacement of fat (%) 
0  10  20     30  40  

Coconut milk 

Rice bran oil 

Cane sugar 

Prebiotic 

Wheat flour 

Soy protein  

Corn flour 

Xanthan gum 
Baking powder 

Salt 

350 

80 

150 

- 
355 

20 
8.85 

0.15 

15 

1 

350 

72 

150 

8 

355 

20 
8.85 

0.15 

15 

1 

350 

64 

150 

16 

355 

20 
8.85 

0.15 

15 

1 

350 

56 

150 

24 

355 

20 
8.85 

0.15 

15 

1 

350 

48 

150 

32 

355 

20 
8.85 

0.15 

15 

1 

 

 

  From:  (7, 8)  

1)  the mixtures in molds were proceeded by CO 

and placed at ambient temperature for 1 hour and 

2)  the mixtures in the molds were proceeded by 

BCM, and then assessed sensory qualities. 

 2.4 Assessment of sensory qualities 

 Sensory qualities were assessed by 

preference test with 7- point hedonic scales for 

appearance, color, odor, flavor, taste, texture, and 

overall liking using 100 panelists in department of 

food technology and nutrition.  Each sample (30 g) 
was contained in a sealed plastic bag and served at 

ambient temperature with 3 random digit number 

(9). 

 2.5 Analysis of statistics  

 Randomized Complete Block Design was 

used for these experiments.  Analysis of Variance 

was analyzed and compared the differences 

between treatments by Duncan’ s New Multiple 

Range Test (p ≤ 0.05). 
 

 

3. RESULTS AND DISCUSSION  

 The sensory evaluations of types of 

prebiotic (IN and PD) and conditions of storage 

(CO and BCM) were assessed as in Table 3. The  

results showed that IN-CO samples were not 

significantly different sensory attibutes from the 

control-CO samples except the flavor. The PD-
CO samples were no significant difference of all 

sensory attibutes from IN-CO samples; however, 
they were lower the appearance, flavor, and 

texture than the CO-control samples. While the 

IN-BCM samples were not significantly 

different all sensory attibutes from the control-
BCM samples. In addition, the results showed no 

significant differences between all samples in 
color and odor. These indicated that IN- and PD-
replaced samples and each condition of heating 

and storage did not change of color and odor 

from observation of the consumer. Moreover, the 

PD-BCM samples were lowest texture scores 
because PD was more hygroscopic than IN (10). 
When the baked PD-muffins were chilled in a 

refrigerator, they could absorp the moisture 

affecting worse texture. Using types of prebiotic 

for replacement of rice bran oil in muffin were 

reported. They showed that the PD-muffins were 

lower fat and sugar contents than IN-muffins and 

gave more total dietary fiber contents (no data 

shown) (11).              In addition, a research reported 

the decrease of the sensory acceptance of bread 

added with IN (12). Using PD for replacement of fat 

at 5, 10 and 15 % of wheat flour in pogaca 

(traditional high-fat bakery product) generally 

received higher sensory scores than the 

formulations replaced with IN (13). Thereby this 
sensory evaluations selected to use PD as a fat 

replacer for studying the levels of PD in muffin for 

the next step. 
 Table 4, the results showed that the levels 

of PD at 20 and 30 % in CO-muffins were not 

significantly different from the CO-control 
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samples which gave the highest all sensory 

features because of one step of heating and 

moderate amounts of replaced fat. However, the 

appearance, color, and odor of CO-muffins with 

30 % of PD were more similar to the CO-control  

sample than those ones with 20 %. Besides, the 

CO-muffins with 10 % of PD were similar to the 
CO-control samples except the color.  
 

 

 

Table 3. Types of prebiotic and conditions of storage on the sensory characteristics of muffins 

Type Conditions Appearance    Color ns    Odor ns    Flavor    Taste   Texture Overall 

liking 

Control    CO 5.30±1.01ab 6.18±0.67  5.48±0.87  5.52±1.04a 5.43± 0.97a 4.68±1.01a 5.21±0.92a 

    BCM 5.35±0.97a 6.09±0.70 5.43±0.78 5.10±0.95bcd 5.28±0.94ab 4.16±0.91bc 4.89±0.94bc 

IN    CO 5.04±0.91bc 6.07±0.67 5.42±0.84 5.23±0.99b 5.27±0.95ab 4.42±1.07ab 5.09±0.96ab 

    BCM 5.15±0.93abc 6.00±0.72 5.42±0.79 4.90±0.87cd 5.09±0.89b 3.92±1.01cd 4.71±0.97c 

PD    CO 5.00±0.90c 6.01±0.69 5.37±0.82 5.18±0.97bc 5.21±0.87ab 4.28±1.12b 4.95±0.93abc 

    BCM 5.04±0.90bc 5.97±0.73 5.42±0.79 4.84±0.92d 5.01±0.76b 3.86±1.02d 4.67±0.95c 
a, b, c, dMean ± standard deviation within the same  coloumn with different litters are significantly different (p  0.05) 
nsMean ± standard deviation within the same coloumn are not significantly different (p > 0.05)  

Table 4. Levels of polydextrose and conditions of storage on the sensory characteristics of muffins 

Level    
 (%) 

Process Appearance      Color       Odor     Flavor    Taste   Texture    Overall      
    liking 

0 CO 5.76±0.79a 5.96±0.82a  5.67±1.04a  5.69±0.96a 5.70±0.97a 5.52±1.09a 5.70±0.86a 

 BCM 5.39±0.85bc 5.89±0.83ab 5.60±0.94ab 5.68±0.83a 5.07±1.57cd 4.73±1.50b 5.26±1.07bcd 

10 CO 5.52±0.98ab 5.66±1.06bcd 5.40±1.19abc 5.43±1.13abc 5.52±1.07ab 5.27±1.08a 5.39±1.11abc 

 BCM 4.85±1.20e 5.35±0.94e 4.87±1.23e 4.84±1.27d 4.53±1.49e 4.22±1.58c 4.59±1.19f 

20 CO 5.58±0.94ab 5.82±1.03abc 5.59±1.02ab 5.51±1.14ab 5.66±1.05a 5.52±1.16a 5.66±0.90a 

 BCM 4.99±1.18de 5.51±0.96de 5.00±1.25de 5.11±1.17cd 4.77±1.38de 4.22±1.74c 4.96±1.14de 

30 CO 5.73±0.81a 5.97±0.69a 5.73±1.04a 5.62±1.01ab 5.63±1.03a 5.63±0.92a 5.57±1.08ab 

 BCM 5.42±0.93bc 5.75±0.74abcd 5.29±1.17bcd 5.45±0.99ab 5.22±1.45bc 4.61±1.58bc 5.23±1.10cd 

40 CO 5.55±0.87ab 5.80±0.96abc 5.44±1.09abc 5.32±1.11bc 5.58±0.98ab 5.49±0.96a 5.29±1.18bc 

 BCM 5.18±1.00cd 5.59±0.84cde 5.13±1.19cde 5.29±0.97bc 4.95±1.39cd 4.37±1.55bc 4.79±1.21ef 
a, b,…Mean ± standard deviation within the same  coloumn with different litters are significantly different (p  0.05)  
 

This related to fat substitution with 11.5 % of PD 

in cookies which gave the flavor and general 

acceptance similar to the control samples ( 14) . 
Furthermore, the CO- muffins with 40 %  of PD 

were similar to the control-CO samples except 

the flavor and overall liking. These indicated that 

a few and many amounts of PD for fat 

substitution in CO-muffins significantly reduced  

 

the sensory attributes but the medium amounts 

(20 and 30%  of fat by weight)  of PD gave the 

sensory attributes similar to the control- CO 

samples. Whereas the BCM-muffins with 30% of 

PD were similar to the BCM- control samples 

because the replacement of PD at <30 or >30% of 

fat dropped total sensory parameters.             
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     In conclusion, at the 30%  level of PD in CO-
muffins gave the highest sensory attributes and 

were similar to the CO- control samples.  This 

related to fat replacement with PD up to 30 %  of 

the fat without any decrease in the sensory 

quality of pogaca (13). 
 

4. CONCLUSIONS 

 The acceptance of the sensory features of 

CO- muffin was higher than BCM- muffin.  The 

IN-CO muffins were not significantly different 

sensory acceptance from PD-CO muffins. While 

the PD- BCM muffin gave inferior appearance 

and texture than the control-BCM muffin.  The 

amount of prebiotic for replacement of fat 
affected the organoleptic characteristics of 

muffin.  It should not exceed 30 %  in order to 

produce muffins with good consumer 

acceptability. Consequently, PD can be used as a 

prebiotic and a fat replacer in muffin together 

with CO process to produce the muffin with the 

consumer acceptability of sensory features and 

select as functional foods. 
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ABSTRACT 

Microgels are cross-linked polymers so that they can swell enormously responding to specific 
environmental stimuli without destruction. Therefore, they are of great interest to be used in 

applications as carriers of drugs, diagnostic agents and agrochemicals, and microreactor. This study 

is to investigate the swelling behaviour of poly(acrylic acid) (PAA) microgels using light scattering 

technique. Dynamic light scattering (DLS) measures the hydrodynamic radius (RH); whist static light 

scattering (SLS) evaluates the radius of gyration (RG). Besides, the combined data of DLS and SLS 

inform the shape and internal structure of the microgels via shape factor (ρ). The results show that a 
higher pH leads to the increased particle size of microgels as a result of the electrostatic repulsion 

between carboxylate anions of ionized PAA. However, the presence of salt causes the de-swelling of 

microgels due to the charge screening effect. The shape factor values of microgels are in the range of 

0.61 to 0.92 consistent with a core-shell structure or non-uniform cross-linked density distribution. 
Consequently, the LS technique is a powerful tool, providing information for better understanding 

the swelling behaviours of PAA microgels which might be further used as carriers with the controlled- 
release response triggered by pH and ionic strength. 
Keywords: microgels, poly(acrylic acid), light scattering, the radius of gyration, hydrodynamic 

radius 

 

1. INTRODUCTION  
 Microgel is a physically and/or chemically 

cross-linked polymer with the particle size range 

of 10-1,000 nm, and it may swell up to 1,000 

times its original size at appropriate conditions 
[1]. For pH-responsive gels, changes in pH and 

salt concentration (or ionic strength) can control 

their swelling behaviours attributed to the 

presence of certain pendant groups along the 

polymer chains. They are divided into two types: 
anionic and cationic gels. The typical pendant 

groups of anionic gels are carboxyl groups  
(-COOH) and phosphoric acid (-PO3H2), while the 

cationic gels usually contain primary amine 

(-NH2) [2,3]. 

 Poly(acrylic acid) (PAA) microgels are 

anionic gels with carboxyl pendant group (pKa 

of carboxyl group = 4.5 -5). This group can be 

ionized to the carboxylate anion (-COO-) at pH 

above its pKa. As a result, the electrostatic 

repulsion between the ionized groups leads to 

the swelling of the microgels. However, they 

become de-swollen at pH lower than its pKa due 

to the protonation of the ionized groups or when 
the ionic strength increases due to the charge 

screening effect [4]. Since the controllable 

swelling behaviours triggered by pH and ionic 

strength, the applications of PAA-based 

microgels are mostly used in carrier systems 

with a targeted release of active ingredients (AIs) 
such as drug, agrochemicals and skincare  
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[5,6].  
 Light scattering (LS) can be generally 

divided into two categories: dynamic (DLS) and 

static light scattering (SLS) as shown in Figure 1. 
For DLS, the intensity of scattered light (I) is 

measured by a photon detector as a function of 

time (t) at a certain angle (normally 90˚) and 

subsequently transformed into a correlation 

function, giving the diffusion coefficient (D) of  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

the particles. According to the Stokes-Einstein 

equation: RH = kBT/6πηD ,  where kB is  the 

Boltzmann constant, η is the viscosity of the 

solvent, and T is the absolute temperature, the 

hydrodynamic radius (RH) of the observed 

particle can be calculated by assuming that its 

diffusion rate is similar to an equivalent hard-
sphere [9]. For SLS, the intensity profile (I) is 

measured as a function of the degree of angle (θ), 
which is transformed to the scattering vector 

(Q) using the following equation: 
Q = (4πnD/λ)sin(θ/2), where nD is the refractive 
index of solvent and λ is the wavelength of the 

laser light. The plot of I(Q) as a function of Q can 

be then analyzed using various methods such as 

Zimm plot and Guinier approximation to 

yield the weight average molecular weight (𝑀̅w), 
the radius of gyration (RG) and the second virial 

coefficient (A2) [10]. The ratio RG/RH defined as 

shape factor (ρ) informs the shape and internal 

structure of particles. For example, the ρ of 

homogeneous hard spheres is 0.775; while that 

of random polymer coils in theta solvent varies  
between 1.5 and 1.8 [11].  
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

For microgels, the shape factor (ρ)  is a sensitive 

parameter to monitor the changes in the density 

distribution of microgels according to their 

swelling/de-swelling behaviours. 
 Generally, the shape factor of slightly 

cross-linked microgels is lower than 0.775 
[11,12], indicating the non-uniform internal  

structure of the microgels as the RH is larger than 

the RG. It is due to the dangling chains in the 

outer surface of microgels detected by the DLS; 

while the SLS is mainly sensitive to the dense 

core of microgel. 
  

  

 (a) DLS experiment (b) SLS experiment 

laser 

polarization 

Scattering 

volume  

photodetector 

 Scattering 

angle 

Figure 1. Light scattering with (a) DLS and (b) SLS measurements.  
Revised and Reprinted from [7] and [8]. Copyright (2016) by Analytical Biochemistry. 
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 In this study, the swelling behaviours of 

PAA microgels as a function of pH and ionic 

strength were determined by using both DLS and 

SLS experiments analyzed by two different  

approaches: the SasView software and Rayleigh 

–Gans–Debye (RGD) approximation.  
 

2. MATERIALS AND METHODS 

2.1 Materials 

The preparation method of spherical PAA 

microgels with low cross-linking density was 

reported previously in the literature [13]. 
Sodium hydroxide (NaOH), hydrochloric 

acid (36%HCl), and sodium chloride (NaCl) were 

purchased from Fisher Scientific UK and used 

as received. Deionized (DI) water with a 

resistivity higher than 18.2 MΩ·cm was obtained 

f r o m  a  M i l l i p o r e  M i l l i-Q  P l u s. 
2.2 Sample preparation 

As mentioned above, the pKa of carboxyl 

group is about 4.5-5. The swelling behaviours of 

PAA microgels were hence investigated in pH 4 

and pH 7 solutions to ensure that the microgels 

will be in their fully collapsed and swollen  

states, respectively.  
 

 The pH 4 and 7 solutions were prepared  
with 0.1 M HCl or NaOH. Then, a certain amount 

of NaCl was added into the pH solutions to 

obtain different NaCl concentrations (0, 5, 25 

and 50 mM). Dry PAA microgels were then 

dispersed in the prepared solutions at a 

concentration of 0.1 mg/mL using an ultrasonic 

probe for 15 mins, filtered through a 2-micron 

pore filter paper and waiting for 30 mins to 

achieve the swelling/de-swelling equilibrium. 
 The RH and RG of PAA microgels were 

evaluated using a Malvern Auto-sizer 4800 

equipped with a laser generating light of 532 nm 

wavelength, which is used for both DLS and 

SLS measurements. For DLS, the intensity of the 

scattered light (I) was measured at 90˚, and the 

intensity correlation function is then fitted by 

monomodal distribution to yield the RH. For 

SLS, the intensity (I) was measured as a function 

of scattering angles (θ) in a range of 30-140. 
Subsequently, the SLS data were analyzed using 

two different approaches: the SasView software 
and RGD approximation to obtain the RS and RG. 

   
3. RESULTS AND DISCUSSION  

The DSL measurement informs the size 

distribution of PAA microgels dispersed in pH 4 

and pH 7 solutions with salt added, as shown in 

Figure 2. The results illustrate that the size 

distribution of PAA microgels is rather broad,  
mainly in a range of 100-1,000 nm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Hydrodynamic radius distribution 

curves in terms of intensity (%) obtained by DLS 

analysis of PAA microgels dispersed in (a) pH 4 

and (b) pH 7 solutions with different salt  

co n cen t r a t io ns  (0 ,  5 ,  25  and  50  m M). 
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Figure 3. Hydrodynamic radius (RH) obtained by 
DLS analysis of PAA microgels dispersed in (a) 
pH 4 and (b) pH 7 solutions with different  

salt concentrations (0, 5, 25 and 50 mM). 
 

In Figure 3, PAA microgels become 

swollen when the pH of solutions is increased 

from 4 to 7 due to the electrostatic repulsion 

between the ionized carboxyl groups. Moreover, 

the maximum swelling ratio (RH, pH7/RH, pH4) is 

about 1.7 found in the solution without salt 

addition. In pH 4 solutions, the effect of salt 

concentration is not obvious; while the RH of 

PAA microgels significantly decreases with an  

increase in salt concentration. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Scattering intensity profiles fitted by 

the SasView program with polydisperse sphere 

model of PAA microgels dispersed in (a) pH 4 

and (b) pH 7 solutions with different salt  

concentrations (0, 5, 25 and 50 mM). 
 

 For SLS, the SasView software and 
RGD approximation were performed to evaluate 

the particle size of spherical PAA microgels. For 

a solid sphere, the static radius (RS) and the radius 

of gyration (RG) are related as RG = 0.775RS. With 

RGD approximation, the RS is calculated from 

the value of Q at the location of the first 

minimum ln I(Q) with a relationship of QminRS = 
4.49. With the SasView software, the SLS data 

(the plot of I(Q) vs Q) was fitted using a 

polydisperse sphere model as shown in Figure 4. 
It is seen that the scattering intensity profiles of 

all samples can be fitted very well with the 

polydisperse sphere model, and the location of 

the Qmin can be observed and then calculated into  

the RS.  
 The RS of PAA microgels at pH 4 and 7 

with different salt concentrations are shown in 

Figure 5.  It is seen that the effect of pH and salt 

concentrations fitted by the SasView software 

are analogous to the RGD approximation.  The 

maximum swelling ratios (RH, pH7/RH, pH4) are 1.8 

and 1.9 corresponding to the RGD and SasView 

software, respectively.  In addition, the swelling 

behaviours of PAA microgels triggered by 

changes in pH and salt concentrations analyzed 
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with the SLS are consistent with the results 

obtained by the DLS.  
   
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Static radius (RS) of PAA microgels 

dispersed in pH 4 and pH 7 solutions with 

different salt concentrations (0, 5, 25 and 50 mM) 
obtained by fitting the SLS data with the 

SasView software and RGD approximation.  
 Combining the scattering data measured 

by DLS and SLS, the internal structure of PAA 

microgels can be investigated via the shape 

factor (RG/RH)  as shown in Table 1.  The shape 

factor values of PAA microgels at pH 4 are 

mostly lower than 0.775 (for homogeneous hard-
sphere) .  These values are consistent with the 

dense core with a loose shell structure or non-
uniform cross- linking density distribution as 

reported previously.  However, the shape factor 

values at pH 7 with salt added are mostly above 

0.775, indicating the heterogeneous swelling/de-
swelling of PAA microgels. 
 

 

 

 

 

 

 

 

 

Table 1. Comparison of the shape factor of PAA 

microgels analyzed with the SasView and RGD.  
 

pH 

NaCl 

concentration 

(mM) 

Shape factor 

RG,SasView/RH  RG,RGD/RH 

4 

 

0 0.62 0.61 

5 0.92 0.85 

25 0.67 0.65 

50 0.68 0.65 

7 

0 0.68 0.65 

5 0.87 0.81 

25 0.84 0.84 

50 0.80 0.78 

 

 

4. CONCLUSIONS 

 In this study, DLS and SLS experiments 

were utilized to investigate both size (RH, RG and 

RS)  and internal structure of PAA microgels via 

shape factor defined as the ratio RG/RH.  
 Effects of pH and salt concentration on the 

swelling behaviours of PAA microgels obtained 

by the DLS are consistent with the results from 

the SLS.  
 The results of SLS data analyzed with the 

SasView software are comparable with those of  

RGD approximation. 
 The shape factor suggests that the PAA 

microgel structure is a dense core with a loose 

shell, and their swelling is heterogeneous due to 

non-uniform cross-linked density distribution in 

the microgel structure. 
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ABSTRACT 

With many factors and situations that are now arises and affecting all of us unpredictably. This 

research aims to develop a study that is important to Thailand’s tourism industry and its affiliated 

business, namely, hospitality business. While the world is now revolving and getting though the 

Disruptive Era, Thailand, like many other countries, is adjusting to the adaptation phase and must act 
to survive or else facing an economic ordeal. This research has provided both meanings and definitions 

of the Disruptive Era and Hoteliers but rather than convening simple findings of the study, research has 

targeted to reveal creative results, which in the near future, would stay in support to a broader study of 

an Economic Development based on the Thailand 4.0 model, that aims to unlock the country from 

several economic challenges resulting from past economic development models… (12) and to bring out 

creative guidelines in developing hospitality business which tailored to the needs of any travelers, 

through a theory related to Customer Centric. The Qualitative Method (Purposive Selection of an 

individual), has been chosen to analyze the Two main Outcomes of this research; 1. Reactions and 

concerns of the Hoteliers to the Disruptive Era through its major changes 2. Strategy and plans the 

Hoteliers have developed and implemented successfully. While the result can be identified into the Two 

forms of theories, 1. The Six Sigma and 2. The Two – Factors Theory, researcher has concluded that 

leadership skills no matter in hospitality and/or businesses with quick turn of outcome, such as “loyalty”. 
To survive such dynamic and impacts of the Disruptive Era, People Skills, Inspiration Driven Leaders, 

together with their consciousness and experience have proved to successfully led their businesses and 

still surviving.  
Keywords: disruptive era, disruptive innovation, hoteliers, Thailand’s hospitality industry, hospitality 

business, disruption in hospitality, leading through change, strategic planning, lead and inspired, 

people management, customer satisfaction 

 

1. INTRODUCTION 

There is no denial to the fact that Disruptive 

Era has become one of the main discussion topics 

no matter in the academic level or the study of 

economics in Thailand.  But to scope down our 

research areas, there are two main definitions the 

researcher would like to introduce; 1.  Disruptive 

Era of the Hospitality Industry, according to JLL 

( 13)  Disruption is encouraging hotels to find 

opportunities to add value in their current models. 
Emerging technology is also playing a big role in 

helping hotels to operate more efficiently and 

enabling guests to have a smoother stay, in 

addition, brands (hotels)  are looking to use new 

technology to improve their digital presence and 

improve guest loyalty.  Guests on the other hand, 

could engage more deeply with a destination, as 

well as, with the hospitality brand itself. With facts 

mailto:Komm.p@mail.rmutk.ac.th
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in mind, Disruptive Era also, brings certain 

conveniences especially, in sharing their opinions 

instantly via social media.  More to the human 

factor and their perceptions, according to Hotelier 

Magazine (14) To counter competitive forces, there 

has been a major shift towards customer facing 

innovations The investment ( in hospitality 

business) is now in visible things guests can see, 

from living walls to rooftop, charging stations and 

outside gardens – all of which add to the overall 

experience.  Growing move towards digital 

replacements for almost all forward – facing facets: 
from check – in processes everyone is evolving, we 

are in an era of influx and everyone is adjusting to 

where the industry might be or is going (14). 2. The 

Hoteliers, as defined by Merriam Webster 

Dictionary (15): a proprietor or manager of a hotel. 
Leading Hoteliers, in this research are acquired to 

lead through Disruptive era, a major change, 

which does not happen easily therefore, leaders 

can facilitate change and thereby help organization 

adopt to external problems and opportunities.  It is 
important for leaders to recognize that the change 

process goes through stages leaders are responsible 

for guiding employees and the organization (11) . 
To successfully carry out valid and precise result, 

the researcher has chosen leading Hoteliers 

working in Bangkok, as stated a journal of factors 

influencing international visitors to revisit 

Bangkok, Thailand (4), both the World Tourism 

Organization and Time magazine (2013), Bangkok 

has been selected as the world’s most visited city 

and Thailand itself has been considered as one of 

the top three most popular tourist destination in 

Asia.  The businesses in hotel industry in Bangkok 

should compete with those other destinations 

based on outstanding service quality suggested 

also to enhance the convenience and reliability 

using online system and platforms for bookings (4). 
Researcher has chosen the Qualitative Method, 

though interviews with narrative transcript, which 

analyzed in conclusion and linked the key answers 

as Disruptive Era, presented in Bangkok, can be 

managed and handled effectively through leading 

Hoteliers with Strategic Management Plans and 

People Strategy.  
 

2. MATERIALS AND METHODS 

The Qualitative method chosen for this 

research has been observed and transcribed 

directly from the Purposive Selection of the Nine 

leading hoteliers selected from brands of hotel 

announced in the year of 2017 Table.1 (16) their 

planned to operate/expanded in Thailand by the 

year of 2020. Set of interview questions 

comprises of Five Open - Ended questions, and in 

the end, researcher has probed the interviewees 

into suggesting best plans they have yet explored 

and strategic tactics they have experienced to 

have used and successfully implemented in 

managing while in crisis/situation(s) during this so 

called Disruptive Era.  
 

Table 1. Bangkok’s Post Reported Year 2017 – 
Recent Hotel Announcement in Thailand (16).  

 

 
 

 As referred by Mohd and Mohd (3) some of 

the advantages of the Qualitative research in                    

a hospitality research (Veal, 1992), the 

characteristics of the industry itself as a service 

industry which demands close interactions 

between people favors a Qualitative approach. 
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The method is more likely to be able to 

encompass changes over time (3). In support to 

best enhanced the context given by the 

interviewees, researcher has ensure that selected 

Nine individuals have a prior knowledge of the 

Disruption overview and/or at least, understand 

the technological revolution as defined by 

Buhalis  et al., 2019 (2) the service management 

inevitably has been influenced by recent 

technological revolutions and smartness. The 

rapid evolving wave of technological 

advancements have major implications for 

service management and marketing and we can 

learn from tourism as a frontline service industry 

that integrates new knowledge on technological 

advancements in strategic planning processes, 

(Philips and Moutinho, 2014) Buhali et al., (2). 
 Enclosed space, and time limitation of forty 

- five minutes for each interviewee were also taken 

into the account and narrated fairly to best 

interpreted and concluded in form of summarized 

theories intended for future study and further 

research. Therefore, researcher has omitted the 

method of a Focus Group Discussion as appeared 

that selected individuals have limited time to 

spent and/or time as of the essence needed be 

considered. 
 Selected Nine interviewees are also multi-
nationals, and only communicate in English. As 

this research has shown no valid data that 

correlates interviewees’ nationalities to the 

perception and techniques on how they surpassed 

the Disruption Era while working in Bangkok, 

Thailand. Researcher trusts that Hoteliers as 

described by the Characteristics of Creative 

People and Organizations by Steiner, 1965 (10); 
they can be Conceptual fluency open-mindedness 

and, in the organization, they can also be 

resources allocated to creative personnel and 

projects without immediate payoff. Reward 

system encourages innovation. Inspiration and 

Motivation may be of help to the survival of 

service industries.  

Unlike many areas of businesses, leading 

Hoteliers rely much on people, and with 

Disruptive Era, quick communication; reliable 

and timely information transfer and retrieval; 

sharing of information and achievement of 

common objectives as mentioned by Buhalis, 

2020 (5), all have become quite a common sharing 

management tactics to hospitality leaders. The 

Qualitative approach would help support the 

researcher to compiled of interesting reasonings, 

strategic plans and results which can be further 

developed to a step forward the Thailand 4.0 

Economic Model. 
 The same time, “ Think globally, act 

locally. ”  Given the ease and speed at which 

information travels, every institution in the 

knowledge society has to be globally competitive, 

even though most organizations will continue to 

be local in their activities and market (7) . To best 

suited the business during this era and time of 

global competitiveness, can this also be a strategy 

for the leading individuals to gear up their 

management strategy for the better? In order to 

survive.  As displayed on Figure 1.  (17)  a massive 

declined of - 87%  only comparing the first two 

months of January and February of the year 2020. 
While crisis management and critical situation 

have not yet been proper defined as Disruptive 

factors.  But a rapid change which resulted 

negative impact to the Hospitality industry can be 

defined as Disruptive act, and it is common for 

leading Hoteliers to provide and talk about a 

Strategic Management as defined by Daft, 2010 

( 6) , the set of decisions and actions used to 

formulate and implement strategies that will 

provide a competitive superior fit between the 

organization and its environment so as to achieve 

organizational goals.  As the set of strategic 

planning can always be adapted to implement for 

the business to survive the era.  
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Figure 1. International Tourists arriving in  

Thailand. ATTA’s Members at Suvarnabhumi  

and Don Muang Airport. As of 10 Feb. 2020 (17). 
(1st quarter of Year 2020) = (minus) – 87.51% 
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3. RESULTS AND DISCUSSION  

İnnovation cannot be separated from a 

firm’ s strategy or its competitive environment, 

which means that what we consider to be 

innovative is defined by the context. . .  Firms 

innovate in a number of ways including business 

models, products, services, processes, and 

marketing channels with either the goal of 

maintaining or capturing markets or the desire to 

reduce cost or prices through greater efficiencies 

(8). Whilst Management always lives, works, and 

practices in and for an institution, which is human 

community held together by a bond:  the work 

bond.  And precisely because the object of 

management is a human community held 

together by the work bond for a common purpose, 

management always deals with the nature of man 

and with Good and Evil (7).   
Therefore, to bridge and relate the 

surviving strategic tactics and plans to the 

Disruptive Era, this research has found a 

significant inter- related connections between 

Disruptive causes, no  matter in Innovation and 

Rapid Change of situation to the Human Factor. 
To better deliver the results narrated into this 

Discussion part, the researcher chose  to explain 

each discussion point in the following order: 
 

 

Disruption Concerns and Points of Interest  

According to the first couple of questions on how 

the interviewees understood of the Disruptive 

Era, how it has affected their establishments? All 

Nine leading Hoteliers agreed to the main fact 

that Disruption itself, simply means, a change, in 

which, can be either planned or unplanned.  
When proposed whether the interviewees see the 

Disruptive Era as their vulnerable period, almost 

all but one answered firmly that they see it as an 

Era of Opportunities, the latter requested for 

more details as Disruption can be further 

explained into the change in an upper 

management, therefore, it can be vulnerable 

within one business.  One Interviewee has also, 

expressed his interests and compared the 

Disruptive Era to Maslow’s Theory, the highest 

need category , self – actualization, represents the  
need for self- fulfilment:  developing one’ s full 

potential, increasing one’ s competence, and 

becoming a better person ( 10) .  “ Innovative 

technology, much activated and discussed upon 

Disruptive Era, very little people realized that the 

world is disrupted due to the need, they longed for 

a better world...” said one of the interviewee.  
 Possibility for leading Hoteliers to replace 

employees with the ‘AI – Aritificial Intelligence’, 
AI Is a narrowly applied decision – support tool, 

with potential application to a broard range of 

business operations. Expectations for its adoption 

and impact on types of services offered and 

business processes supported are considerable in 

service industries (2). As stated by 

Boonbumroongsuk and Panvisavas, 2019 

“…because employees are the centric resources

 in providing its (hotels) services to 
customers, and they are the gateway to a hotel 

company’s product “First–line” employees have  to 

match the customers’ needs with their company’s 

service offerings... (1). It is undeniably tempting 

with such technology of an AI, but the 

interviewees entrusted, human development, and 

believed that the Disruption Era, brought much 
Inventive Technologies to stay intertwined with 
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human. Rather, interviewees, have expressed a 

much diverted concern into  “putting the right 

people to the industry”. Talent management is 

critical in the hotel industry, where human 

capital, is one of the key success factors to having 

a competitive advantage in the business (1).  

The most important part of each interview 

session was to find out, the thoughts behind 

selected leading Hoteliers in Bangkok, how they 

have succesfully implemented one or more 

Strategic Plan(s) and/or Technique(s) inorder to 

help support the organization during the 

Disruptive Era. Researcher has concluded 

important factors and related theories provided by 

the Nine leading Hoteliers:  
3.1 Customer Centricity through the Six  

Sigma Culture, its goal is to delight customers. 
The quality of a product or services is measured 

from the customer’s perspective by its 

contribution to their success... The Six Sigma is 

also a system of management to achieve lasting 

business leadership and top performance applied 

to benefit the business and its customers, associate 

and shareholders (9).   
3.2 The Two – Factors Theory,  a popular  

theory of motivation by Frederick Herzberg as 

described by Lim and Daft, 2017 (10) Herzberg 

interviewed hundreds of workers about times 

when they were highly motivated to work and 

other times when they were dissatisfied and 

unmotivated to work...(10) People in hospitality 

industry, similar to Herzberg’s Motivator and 

Hygiene Factors, employee can be highly 

motivated by Achievement, Recognition, 

Responsibility, Work itself and Personal Growth. 
While the latter, influenced Dissatisfaction are 

those Working conditions, Pay and Security, 

Company Policies, Supervisors and Interpersonal 

Relationships (10). Interviewees entrusted in a fact 

of building a success though teamwork, therefore, 

employees shall first be motivated and trust in the 

organization enough to grow and further their 

capabilities for the success of business, resist and 

stand with an unexpected outcome or change.  

Bridging to survive – Interviewees, have  

Discussed and in the end adhered that the 

Hospitality Industry in Bangkok is here to stay. 
And for certain would survive the Disruptive Era. 
Leaders should learn to embrace and know to 

properly control any crisis, similar to any  

Disruptive impacts, for selected leading Hoteliers, 

Disruptive Era is another period of change much 

like back in the days when no one would have 

thought that a landline/public telephone service 

would soon be deminished.  
 

4. CONCLUSIONS 

Surviving the Disruption Era, like any other 

changes that occurred over time.  People would 

have to get through many phases, they learned to 

adapt themselves and thrive to move on. Leading 

Hoteliers, according to this research emphasized 

their opinions, thoughts and recommended the 

society to not feel overwhelmed, prepare to 

embrace with era and its innovation and never to 

neglect in managing people.  
Regardless of which industry you have 

operating in, it is no longer linear and predictable; 

instead, it is all about uncertainty, ambiguity and 

unpredictability.  Because the game has changed, 

we need to change our game in order to stay in the 

game (18). For the business to stay…, it should learn 

to disrupt themselves.  This cannot be done unless 

leaders and executives start disrupting their 

thinking first in order to stay agile and relevant (18). 
Both the Six Sigma and the Two – Factors Theories 

were summarized and concluded in this research 

to solely presented the thoughts of selected leading 

Hoteliers working in Bangkok, Thailand. 
Therefore, they have expressed their readiness to 

the Disruptive Era itself, as the following ‘rule of 

thumb’  for the Hoteliers to know by heart that 

customers will always come first, there is very 

little room for any errors and/ or unsatisfactory. 
Hotel business is fast paced, and highly 

competitive, especially in Bangkok. Therefore, the 

Six Sigma –  Customer Centric theory does help 

strategically in creating loyalty and maintain high 
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standard of service, for a business to survive. While 

the Two - Factors theory supported highly in 

maintaining the ambience in an organization, a 

day-to-day inspiration, leaders should not forget to 

inspire their employee.  It is important for 

hospitality business to act fast, maintain their high 

level of standards and build trust among their 

organizations, clients and other prospects.  
With all the available materials and research 

on the Disruptive Era, how it affects a business. 
Researcher intended to deliver the result that can 

be in support to a future study of Disruptive term, 

in other aspects.  Also, with limitation of time, one 

of the innovative technologies, such as, the AI 

Server/ Service Robot, believed to be replaced 

human, has not yet been released to any of the 

establishments of the selected leading Hoteliers. 
Therefore, researcher plans to develop an updated 

study in order to review and affirm whether such 

innovation occurred in the Disruptive Era, can be 

of help and support to the human employee or 

should be treated as a threat for a business
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ABSTRACT 

  Customer satisfaction affects the loyalty of customers to enterprises, which is an important 

competitive advantage, especially in e-commerce enterprises. This research enhances the understanding 

the role of e-service quality and e-service recovery on customer satisfaction and customer loyalty in e-
commerce business. This study provides managerial implication for an e-commerce company to improve 

its strategies. Respondents are 308 customers who used the most popular e-commerce company to online 

shopping. The research result confirmed the positive effect of e-service quality and e-service recovery on 

customer satisfaction and customer loyalty.  The study also found that e-service recovery has stronger 

impact on customer satisfaction than e-service quality.  This reflected that e-commerce company should 

focus on remedial service failure to improve customer satisfaction and loyalty.  
Keywords: E-service quality, E-service recovery, Customer satisfaction, Customer loyalty 

 

1. INTRODUCTION 

With the rapid development of B2C e-
commerce, more and more people buy goods 

through e-shopping platform instead of a physical 

store [ 1] .  China is the fastest growing internet 

market in Asia, and accounts for a large share of 

the global internet market. Ghalandari [2] identified 

that the quality of service provided determine 

customer satisfaction and attitude loyalty. 
Especially for the e-stores, the service staff did not 

contact with customers in person. E-service quality 

directly affects e- trust and e- satisfaction, and 

indirectly affects e- satisfaction through e- trust, 

which means that the higher the quality of e-
service, the higher the e-trust and e-satisfaction of 

e- shop service.  By promoting user- oriented 

network communication, marketing personnel 

help customers purchase goods and services 

provided on the internet.  Through this kind of 

communication and assuming appropriate 

customer participation skills, the process quality of 

internet products has been enhanced, and 

customers can perceive the result of high service 

quality provided [ 3] .  Prior research does not 

extensively investigate the role of e- service 

recovery. Hence, the objectives of this research are: 
1. )  explore the effect of e-service quality and e-
service recovery on customer satisfaction; 2. ) 
examine the effect of customer satisfaction on 

customer loyalty; 3. )  provide managerial 

implication to improve services.   
Parasuraman et al. [4] introduced electronic 

service quality（E-S-QUAL）for measuring the 

service quality delivered by Web sites on which 

customers shop online. It includes: 1.) Efficiency, 

the ease and speed of accessing and using the site; 

2.) Fulfillment, the extent to which the site’s 

promises about order delivery and item availability 

are fulfilled; 3.) System availability, the correct 

technical functioning of the site; 4.) Privacy, the 

mailto:275945465@qq.com
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degree to which the site is safe and protects 

customer information. They also propose recovery 

service quality scale (E-RecS-QUAL) consisting of 

three dimensions: 1.) responsiveness, effectiveness 

of handling problems and returns through the site; 

2.) compensation, the degree to which the site 

compensates customers for problems; 3.) 
availability, assistance through telephone or online 

representatives. 
Ghane et al. [5] studied the relationship 

between E-service quality and E-satisfaction. The 

study focused on 965 students from four 

universities and found that service quality 

dimensions are positively related to customer 

satisfaction. The quality of e-service has a direct 

and indirect impact on e-satisfaction [5]. 
Consistently, Shanka [6] found that the relationship 

between service quality dimension and customer 

satisfaction is confirmed through study on 245 

customers of e-banking. The service quality 

provided has a positive impact on the overall 

customer satisfaction [6]. Service quality is the 

foundation of service integrity through customer 

satisfaction [7]. The improvement of service quality 

can satisfy and develop customer satisfaction, and 

ultimately retain valuable customers [4]. Therefore, 

this study proposes 

Hypothesis 1: E-service quality has positive 

effect on customer satisfaction. 
Jung & Seock [8] examined the effect of 

service recovery on customer’s satisfaction on 

online shopping websites. Using Qualtrics.com, 

368 participants were recruited for the main 

survey. This study confirms that within the context 

of service recovery, customers perceive 

distributive and interactional justice differently 

depending on the type of service recovery they 

receive. Customers’ perceptions of justice 

significantly affect their post recovery satisfaction, 

and, eventually, customer satisfaction is improved 

by service recovery. 
 

Therefore, this study proposes 

Hypothesis 2: E-service recovery has positive 

impact on customer satisfaction. 
As good service leads to a positive 

correlation between customer satisfaction and 

customer loyalty [9]. This means that the more 

satisfied customers are with the service, the more 

loyal customers are to the industry.  Therefore, 

satisfying customers is important in developing 

loyal customers [6]. Additionally, the strong 

positive correlation between customer satisfaction 

and customer loyalty means that customers will 

recommend the company to others. Therefore, it 

can ensure that the company has a loyal and stable 

customer base, thereby reducing costs in acquiring 

new customers [10]. 
Since the severity of service failure is related 

to satisfaction, remedy for service failure in e-
retailing company based on interactive fairness to 

dissatisfied customers can improve customer 

loyalty and alleviate the negative relationship 

between the severity of service failure and 

customer loyalty [1]. These customers are more 

likely to visit service providers in the future and 

share their positive experiences with others [11]. 
Therefore, this study proposes: 

Hypothesis 3: Customer satisfaction has 

positive impact on customer loyalty. 
 

 
Figure 1: Conceptual framework  
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2. MATERIALS AND METHODS 

This study randomly distributed 1,000 

questionnaires to customers of the selected e-
commerce company who experience service 

failure while shopping online. This study uses 

simple regression to verify hypotheses. The study 

found 308 valid questionnaires. 52 % (n=160) of 

respondents are female and 48% (n=148) of 

respondents are male. 31% of respondents are in the 

age between 26 to 35 years old. 76% of respondents 

obtained a bachelor degree. 39% of respondents 

have monthly income between 7,001 to 10,000 

CNY. 29% of respondents use online shopping a 

few times per month. 35% of respondents spent 

between 200 to 500 CNY per month for online 

shopping. 
The measurement items of all four variables 

are in a 5-point Likert scale (ranging from 1 for 

Strongly Disagree to 5 for strongly agree).  For E-
service quality, 22 items are adopted from 

Parasuraman et al [4]. It is divided to four 

dimensions, include efficiency, fulfillment, system 

availability, and privacy. For E-service recovery, 

10 measurement items are adopted from [4]. It is 

divided to three dimensions, include 
responsiveness, compensation, and contact. For E-
loyalty, 11 measurement items are adopted from 
Harris & Goode [12]. It is divided to four 

dimensions include cognitive loyalty, affective 

loyalty, conative loyalty, and action loyalty. For 

Customer Satisfaction, three measurement items 

are adopted from Anderson & Srinivasan [14]. The 

items are: 1.) “I am satisfied with my decision to 

purchase from XXX.”; 2.) “I think I did the right 

thing by buying from XXX.”; 3.) “My choice to 

purchase from XXX was a wise one.”  
Factor loadings of e-service quality (>0.70), e-

service recovery (>0.762), customer satisfaction 
(>0.935), and customer e-Loyalty (>0.912) are above 

0.6 confirming validity [14].  

The study found that e-service quality, E-
service recovery, customer satisfaction, and 

customer E-loyalty have sufficient convergent 

validity and reliability. The average variances 

extracted (AVEs) for E-service quality (0.761), E-
service recovery (0.655), E-loyalty (0.858) and 

customer satisfaction (0.888) were above 0.5, 

confirming convergent validity [15]. In addition, the 

composite reliability and Cronbach’s alpha of 

variables exceeded 0.7, showing internal 

consistency for reliability. This study employed 

Cronbach’s Alpha to test the internal consistency 

of measurement items of each variable. All 

variables have Cronbach’s Alpha value above 0.8 

which reflected that all variables have high internal 

consistency (E-service quality=.961, E-service 

recovery=.904, E-loyalty=.0.949 and Customer 

Satisfaction=0.904). 
 

3. RESULTS AND DISCUSSION  

The current study conducted simple 

regression to test the direct effect of three 

hypotheses. The findings of hypothesis 1 suggested 

that E-service quality has positive impact on 
customer satisfaction (p = 0.000, β = 0.969). This 

study also confirm hypothesis 2 that E-service 

recovery has positive impacts on customer 

satisfaction (p = 0.000, β = 0.849). In addition, this 

study found that e-service recovery (β = 0.569) has 

stronger impact on customer satisfaction that e-
service quality (β = 0.298). The current study found 

that customer satisfaction has positive impact on 

customer loyalty (p = 0.000, β = .809). Thus, 

hypothesis 3 is supported. 
This paper explores the impact of E-service 

quality and E-service recovery on customer 

satisfaction and verify the relationship between 

customer satisfaction and customer loyalty. 
Employing quantitative approach induce the 

findings that all three hypotheses are supported. 



 

88 
 

The research confirms that the good e-service 

quality and great e-recovery have positive impact 

on customer satisfaction. Meanwhile, high 

customer satisfaction is prone to improve their 

loyalty.  
The present study found that E-service quality 

has positive influence on customer satisfaction. 
Among four dimensions of E-service quality, the 

efficiency, system availability, fulfillment, and 

privacy dimension, fulfillment is the most critical. 
The correlation between the fulfillment and 

customer satisfaction is the highest at 0.770 while 

system availability has the lowest correlation with 

customer satisfaction at 0.658. Thus, e-commerce 

company should seek to improve fulfillment 

dimension of E-service quality. This finding is 

consistent with finding of Shanka [6] that found the 

quality service provided has a positive impact on 

the overall customer satisfaction. 
This study adopted the three dimensions of E-

service recovery measurement (E-RecS-QUAL) of 

Ravichandran et al. [4]. The three dimensions are 

responsiveness, compensation, and contact. The 

finding from the present study is consistent with 

Singh & Crisafulli [16] that found the online 

service recovery is the key driver of customer 

satisfaction. Similarly, Jung & Seock [8] also 

confirmed the positive relationship between 

service-recovery and customer satisfaction. The 

finding from the present study compensation 

(0.757) is highly correlated with customer 

satisfaction compared to other dimensions. Hence, 
compensation can be the most effective means of 

E-service recovery. Therefore, e-commerce 

company should let compensation as most 

important methods to resolve service failures and 

improve customer satisfaction. In addition, e-
commerce company needs to make timely 

communication and show their responsiveness, 

and pay attention to the way of communication 

with customer so that customer’s satisfaction will 

be improved from effective E-service recovery.  

Additionally, the standardized coefficient of 

e-service recovery on customer satisfaction is 

0.569 which is more than that of e-service quality 
(β=0.298) so the impact of E-service recovery on 

customer satisfaction is stronger than E-service 

quality. This is consistent with Anderson & 

Srinivasan [13] that found that effective service 

recovery is especially important in services 

provided on the Internet. This is because online 

customers are difficult to attract and retain. 
However, customer still can feel the quality of 

product and service, thus, e-commerce company 

should pay attention more on E-service recovery. 
The result of this study has suggested 

implications for e-commerce business operation 

and web-customer satisfaction. Online customers 

commonly have repeated experiences with various 

websites. This study focuses on the China famous 

website. The finding from the present study 

confirm that  e-service quality and e-recovery are 

the two important factors to influence on customer 

satisfaction.  
Also, this study confirmed the relationship 

between customer satisfaction and customer 

loyalty. This finding is consistent with finding of 

Ghane et al. [5] and Shanka [6] that found the 

customer’s satisfaction has effective impact on 

customer loyalty. Therefore, e-commerce company 

should try to improve customer satisfaction to 

enhance customer loyalty. 
 

4. CONCLUSIONS 

E-commerce companies should focus on how 

to improve their e-service quality, including 

efficiency, fulfillment, system availability and 

privacy. This study found that system availability 

has the lowest correlation with customer 

satisfaction so e-commerce companies should pay 

more attention on efficiency, fulfillment and 

privacy as well as adopt ways to improve their e-
service quality according to their actual situation. 
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The selected e-commerce company in this study 

needs to improve the search engine to make 

customers more convenient to find the products 

they need. The company should recognize that 

customers are very concerned about personal 

privacy. Respondents are worried that the selected 

e-commerce company will disclose their personal 

information so the company needs to improve the 

protection measures for customers to retain users, 

which will help to improve the service quality of 

the selected e-commerce company. 
In addition, the selected e-commerce 

company should understand how to recover from 

online service failures as it is very crucial for 

service managers to design effective service 

recovery strategies. According to the present study, 

the contact dimension has lowest influence on 

customer satisfaction. Therefore, the e-commerce 

company should pay more attention on 

compensation and responsiveness to improve 

service recovery. The company should make 

effective compensation to customer, and provide 

online procedures in the form of FAQs, online help 

pages and discussion forums enable timely 

resolution of the service failure. Additionally, since 

the influence of e-service recovery is stronger than 

service quality, thus, E-service recovery is more 

important work for improving customer 

satisfaction.  
This study also found that the selected e-

commerce company needs to improve the 

compensation for users who have not successfully 

traded, so that the company can obtain higher 

rating in e-service recovery. In addition, the 

company needs to provide customers with better 

services and lower prices than competitors, and 

improve users' comprehensive evaluation of the 

company. The company needs to make customers 

feel that this purchase is very wise decision. Also, 

the company needs to strengthen the positive 

impact on its customers repeatedly because this 

can effectively improve customer loyalty. 

In an e-commerce context, improve customer 

satisfaction and building e-loyalty are a difficult 

challenge. The difficult point is to differentiate 

themselves from competitors. The result confirms 

that loyalty of customer is directly affected by 

customer satisfaction, then, e-service quality and e-
recovery are two key factors. Hence, the company 

should try to provide the sound e-service quality 

and e-recovery to increase customer satisfaction. It 
would enhance customer uses frequency of these 

services, intention to recommend, and likelihood 

of repurchase from these services in the future 
Ghane et al. [5]. 

There are several possible limitations to the 

research study.  First, online questionnaire may 

cause discrepancies between reported behaviors 

and their actual behaviors.  So, in future research, 

researcher should try to communicate with the 

respondents face to face. Second, this study did not 

provide details for service quality improvements, 

especially for E-service quality improvements as 

each website is not in the same situation.  In future 

research, author should focus on how to improve 

e- service quality.  Third, this study focuses on 

research how company deliver online recovery but 

did not address on the impact of online service 

recovery on customer perceptions and post-
recovery behavior. So, further research shall focus 

on detail of service- quality, impact of customer 

perceptions, and post-recovery behavio 
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ABSTRACT 

This research developed and tested the factors that influence students’ decision towards work 

destination choices of the international college students in public university of Rajamangala University 

of Technology Krungthep (ICUTK). The variables in the hypothesis included Age, Gender, Grade 

Point Average (GPA), Expected Income and Maximum Traveling Time to work destination. By using 

the multiple regression analysis of the Minitab software, findings of this research presented all the 

included variables are the influenced factors for this group of respondents. 

Keywords: Work destination, Public company, Private Company, Employment, Influence factor, 

Decision process 

 

 

1. INTRODUCTION 

The economy and the employmentcontext 

of Thailand have been rapidly changing recently. 

As a consequence of globalization, rapid 

technological changes, downsizing and outsourcing 

of activities, an increase in short-term contracts and 

self- employment have occurred [13]. However, the 

hiring process from private or public companies are 

not diminishing. In fact, people choose their careers 

that could provide improvement for their lives [5]. 

The meaning of occupation or job is explained by 

Jones & Larke [10] as a means of living, which has 

the power to change personalities, determine social 

status, predict expected earnings, determine social 

groups etc. Therefore, its importance of job 

selection cannot be undermined. Students do not 

usually think about their careers at the point of 

choosing departments in universities where they 

will be educated but often plan their careers after 

graduation [12]. It is not a bad idea to be able to 

identify any important factors that could impact the 

decision makin process for the young workforce 

being produced by the public universities in 

Thailand. 

1.1 Scope and Objective 

This research is attempted to study various 

factors that have relationship with the decision 

process of young university students’ selection of  

 

 

work destination, public or private company,                 

after graduation by testing on various selected 

factors. 

 

1.2 Literature Review 

In the past two decades, gender roles in the 

work force in many countries have been quite 

uneven and unfair. Females usually had lower 

paying jobs than men [4]. Despite how developed 

the country is, there is no guarantee on the equality 

in society with Japan as a good example. 

Currently, the playing field between the two are 

more even. However, when looking closely at the 

workforce, people can still witness men and 

women in stereotypical job fields [8]. According 

to many researches, gender is an important factor 

that influences career choice. It affects not only the 

chosen careers are affected by the reason that 

contribute to his or her choices. Hence, males and 

females usually prefer careers that are consistent 

with their genders [9]. 

King (2003) conducted a research by using 

UK graduates as respondents and found out that 

the important factors of them selecting a job is 

based on the security of traditional career [11]. 

They feel less tempting on other factors in 

boundary less-career today. Chapman et al (2005) 

conducted a research and found out that perceived 
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information to job seekers about the company, 

specifically promotion within short time no longer 

than 3 years are the vital motivation [7]. This links to 

values and policies of that organization. According 

to Chan and Ho (2000) organizations are looking for 

talented and qualified job applicants but the well-

known reputation is a very important factor [6]. If 

organizations have highly satisfactory reputation, 

applicants will apply for the jobs to support their 

self-esteem. 

Many young people believe that they would 

like to be economically stable and have a 

comfortable lifestyle. Therefore, when they look into 

a major or a career path, they seek out the higher 

paying jobs or anything with most job security. In 

fact, some may even look at job stability ahead to 

retirement plan [18]. 

Bani-Khaled (2014) points out the people in 

the research weigh their options according to the 

environment in their interests and their educational 

performance and where they live [2]. Because the 

amount of travel time from home to work is a factor. 

This is linked to both genders who lay the emphasis 

on social type and investigate the type of 

occupations. 

According to Beggs et al (2008) the students 

usually settle on a different path due to many 

uncontrollable factors [3]. They would not choose 

the job with salary and benefits of that job do not 

play a role in this decision. When considering about 

money, they include high earning potential, benefits, 

and opportunities for advancement. Mcglynn (2007) 

agrees with such findings most of the students in this 

generations are more highly concerned with the 

amount of money they can get [14]. However, there 

are some students who pursue their dreams. Similar 

finding by Wildman and Torres (2002) students 

want to be economically stable and look for a career 

path with higher salary and most job security [18]. 

Moreover, Rojatzl et al (2017) present a finding that 

environment in workplace as the combined efforts of 

employers, employees and society to enhance the 

health and well-being of people at work [16]. It can 

be any kind of interaction between interventions and 

stakeholders that provides significant benefits for 

employees. 

2. MATERIALS AND METHODS 

The respondents in this study are the 3rd year 

and 4th year students of the ICUTK. Both male and 

female students who are older than 20 years of age 

were selected through convenience probability 

sampling method. Questionnaires were distributed 

to 120 student respondents with the complete of 

100 qualified after screening process. 

Data collection was keyed and run through 

questionnaires and Regression Model Analysis. 

The questionnaire consisted of different parts. First, 

the demographic data, second, the personal opinion 

through their Rating Scale of the factors that 

influences their selection of a workplace in private 

or public companies. 

The five variables of this research are 

Gender, Age, GPA, Expected Income and 

Expected Travel Time to workplace. The GPA 

range considered is from 2.00 to 4.00 as the 

minimum required for graduation is 2.00. The 

Expected Income is based on the current market’s 

rate for fresh graduate employees which ranges 

from 15,000 to 20,000 baht. In fact, most 

companies would not pay the public university 

fresh graduate more than 20,000 baht. While the 

Expected Travel Time considered is from less than 

30 to maximum of 90 minutes which is the usual 

travel duration during working hours in the 

Bangkok city using public transportation.       

The data collected were processed through 

the study instrument using the multi- regression 

program by Minitab program. 

The Conceptual Framework for this research 

is as follows: 

Figure 1. Conceptual Framework 

 

Gender 

GPA 

Age 

Expected Income 

Maximum travel time 

Work 

Destination 
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Research Hypothesis  

Ho Gender, GPA, Age, Expected Income 

and Maximum travel time duration for traveling to 

work do not have any influences in selecting 

process to work destination. 

H1 Gender has influence in selecting 

process to work destination. 

H2  GPA has influence in selecting process 

to work destination. 

H3 Age has influence in selecting process 

to work destination. 

H4 Expected income of the graduate has 

influence in selecting process to work destination. 

H5 Maximum travel time for traveling to 

work has influence in selecting process to work 

destination. 

 

3. RESULTS AND DISCUSSION  

Table 1. Demographic Profile of Survey 

Participants  

The study population consisted of 100 

undergraduate students of ICUTK. In terms of 

gender, Table 1 indicates that there are more 

male 55% and the rest of the 45% are females. 

All of the respondents are predominantly young 

people between 20 to 24 years old. Majority are 

22 years old that shares 59% of the total number, 

while the 20 and 21 age groups share the same 

number which is 11%. The second biggest 

number of respondents comprised of individuals 

with 23 years of age that’s 15%, while the least 

number is from the 24 years old of 4%. 

With respect to GPA level, most of the 

respondents (77%) are within the 2.50-2.99 

bracket, followed by 12% with 3.00-3.49, while 

those within the minimum GPA range of 2.00-

2.49 are 10% of the respondents. The least 

number of students are in 3.50-3.99 GPA range 

that is 1%. No one among the respondents have 

GPA below 2.00 and more than 4.00. 

Most of the respondents (42%) expect to 

earn a monthly salary of 17,000 baht on their first 

job. Twenty two percent (22%) of them expects 

16,000 baht followed by 15% hoping for an 

18,000 baht income while the least numbers of 

11% and 10% expects the minimum starting 

salary of 15,000 baht and maximum of 19,000 

baht respectively. It is worth noting that in 

Bangkok, Thailand, a starting salary of 15,000 

baht per month is an appealing prospect for a 

young university graduate. However, since our 

respondents will be graduated from an 

International College, slightly higher salary is 

expected.  

Lastly, with regard to Maximum Travelling 

Time to Work, most of the respondents would 

like to allot only within 30 to 60 minutes to 

commute to work. Twenty Five (25%) percent 

wants travel time to work be only less than 30 

minutes, while the least percentage of 24 can 

accept a travel duration of 60 to 90 minutes to 

work. 

 

 

 

 

No. Characteristics Frequency Percentage 

1        Age  

 20 11 11% 
 21 11 11% 

 22 59 59% 

 23 15 15% 

 
24 

25 

4 

0 

4% 

0% 

2  Gender 

 Male 55 55% 
 Female 45 45% 

3  Expected Income 

 15000 Baht 11 11% 

 16000 Baht 22 22% 

 17000 Baht 42 42% 

 18000 Baht 15 15% 

 
19000 Baht 

 20000 Baht   

10 

0 

10% 

0% 

4  Maximum Travel Time 

 <30 min 25 25% 

 30 to 60 min 51 51% 

 60 to 90 min 24 24% 

5  GPA  

 

<2.00 

2.00-2.49 

2.50-2.99 

3.00-3.49 

3.50-3.99 

4.00 

0 

10 

77 

12 

1 

0 

0% 

10% 

77% 

12% 

1% 

0% 



 

95 
 

Table 2. Multiple Regression Analysis 

 

Variables Coefficients 
Std. 

error 
T stat 

P- 

value 

Intercept -2.490 0.721 -3.451 0.000 

Gender 0.270 0.028 9.761 0.000 

GPA -0.416 0.057 -7.207 0.000 

Age 0.242 0.019 12.475 0.000 

Expected 

Income 
0.000 0.000 -2.329 0.022 

Maximum 

Time 

 

0.017 0.001 11.516 0.000 

 

The five independent variables in this study 

are Gender, GPA, Age, Expected Income, and 

Maximum Travel Time (See table 2). Out of 100 

respondents in this research, P-value score for 

Gender, which is the only categorical data, is 

0.000. This rejects the null hypothesis due to the 

fact that P-value is less than 0.05. The second 

and third variables, GPA and Age, have the same 

P-value score of 0.000. Both variables reject the 

null hypothesis. The fourth variable, Expected 

Income, has P-value score of 0.022. And the last 

variable, Maximum Traveling Time, has P- value 

score of 0.000. Therefore, 5 variables all reject 

the null hypothesis. There was no requirement to 

exclude any of the 5 selected variables in this 

research. 

 

Table 3. R and R2 

Multiple R R Square Adjusted R Square 

0.945 0.892 0.890 

 

The value of Multiple R is 0.945 indicating 

a strong positive relationship between 

independent and dependent variables. In this 

research, the value of R2 is 0.892 implying that 

Gender, GPA, Age, Expected Income, and 

Expected Maximum Travel Time influence the 

students in the selecting to work in private and 

public company. Moreover, the adjusted R2 value 

is as high as 89.0% while the rest 11% is other 

factors which is not included in this research. 
 

 

Table 4. The Regression Model for Calculation 

Fe

male 
= 

-2.489- 0.4161 GPA+ 0.2421 

AGE 

+ 0.01703 Max travel time 

- 0.000129 Income 
M

ale 
= 

-2.219 - 0.4161 GPA+ 0.2421 

AGE 

+ 0.01703 Max travel time 

- 0.000129 Income  

 

4. CONCLUSIONS 

This research was conducted to measure 

the factors that influences the students’ decision 

of selecting work destination either to private or 

public company. Due to the fact that majority of 

the students have personal goal and some idea on 

work destination, they tend to keep high GPA to 

have competitive edge after graduation. GPA 

along with age and gender all have enough 

evidence to reject the null hypothesis and prove 

to be factors on whether these respondents are 

willing to work for private or public companies. 

One notable factor in this research is the expected 

income which is similar to researches done by 

Beggs et al (2008) as the students consider high 

earning potential, benefits and opportunities for 

advancement [3], Saeed (2013) where financial 

income and employee performance have strong 

relationship [17] and Parvin and Kabir (2011) 

which money is a great motivator [15]. However, 

this research put one more specific factor, the 

Expected Travel Time from home to work, to 

allow private and public organization to be 

familiar with the need of this young generation. 

The raw data shows that it is acceptable for them 

to travel up to 90 minutes each from home to 

workplace. By profoundly understanding these 

factors, both private and public companies can 

use the model provided in this research to 

estimate the most suitable offers to these young 

students from public university. 
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Research limitation and suggestion 

Arthur et al (2005) argue the fact that the 

career development is a really complicated 

topic and with only questionnaires or survey is 

considered as one-dimensional [1]. To enhance it, 

qualitative research is recommended. Based on the 

findings, 5 variables were proven to be influenced. 

Furthermore, more variables such as health benefits 

offered from stakeholders should be included as it 

has been conducted in the research [15]. 
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ABSTRACT 

The study aims to investigate the impact of a disruptive shift from the in‐class face‐to‐face 

learning to an online mode as a result of the sudden emergence of the COVID-19. A particular focus 

was given on students’ development of motivation to learn. This study was carried out with a group 

of 54 Thai students registering for a course at a university. Both quantitative and qualitative methods 

were used to collect the data. Questionnaires were administered to the students, followed by semi-
structured interviews. The findings from quantitative analysis revealed that the students became less 

motivated when learning via online platforms. Based on an analysis of qualitative data, four factors 

that possibly explain these quantitative findings are related to the students’ ability to manage their 

own study environments, perceived lack of support and interactive collaboration, regulating attention 

and effort, and technical problems. Findings are helpful with regard to the formulation of pedagogical 

strategies that practitioners may consider when designing online courses to enhance students’ learning 

motivation and engagement.  
Keywords: COVID-19, learning motivation, online education 

 

1. INTRODUCTION 

 Since early 2020, with the widespread of 

Coronavirus disease (COVID‐19), universities across 

the world, including in those in Thailand, have been 

experiencing an unprecedented transition from in‐
class face‐to‐face learning to online spaces for 

distance learning. Following the Thai government’s 
declaration of a state of emergency and precautionary 

measures against COVID-19, educational institutions 
nationwide have enforced sudden closures with face-
to-face classes suspended. Online learning modes thus 

started.  
 Education has changed abruptly.  Online 

teaching is no more an option but a necessity. 

Lecturers have indulged them in remote teaching 

while their students, either staying at home or dorms, 

have learned via the Internet. E-learning applications 

or video conferencing, though have not been widely  

 

used before, has been embraced after shutdown.  It 
seems to be a tool appropriate for teaching in this time 

of crisis [1]. Adopting this e-technology can however 

affect the success of learning acquisition [2]. This study 

thus aims to see the impact of this sudden shift to 

online teaching, as compared to traditional methods of 

teaching in a form of face- to- face lectures.  The 

particular focus was given to examine students’ 
development of their motivation to learn, one of the 

factors considered significant for online learning and 

its achievement [3]. Factors that may be involved were 

also examined. Findings of this study put some light 

on the formulation of pedagogical strategies for 

designing online courses that enhance students’ 
motivation and engagement. They include suggestions 

of how to deal with challenges associated with the 

online learning. 
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2. RELATED WORKS 

 2.1 On-line learning as innovation 

 Online learning has been viewed as one of 

the most prominent innovations. According to 

Rogers [4], an innovation is defined as “an idea, 

practice, or object that is perceived as new by an 

individual” (p. 12). Newness is subjectively-
determined [4]. One innovation, although being 

known for some time, might be viewed as new 

since it has not been adopted yet in particular 

situations or for particular purposes to solve 

problems that institutes and teachers are facing.  
 In the contexts of this study, it can be said 

that the sudden transition from habitual in-class 
teaching to online platforms during the COVID-
19 crisis is part of educational innovation in an 

attempt to control the pandemic of COVID-19 
and ensure continuation of teaching operation. 
When, however, the instructional innovation has 

been mandated, the stakeholders (i.e., teachers 

and students) might adopt e-teaching with levels 

of uncertainty due to a lack of online teaching 

experience. 
 As Rogers [4] suggested, the information 

about the effectiveness of the outcomes of 

innovation needs to be actively measured, 

especially when its implementation is mandated 

by external factors, rather than by an individual’ 
interest. This study thus seeks to see lecturers’ 
teaching practice via online platforms and its 

impact on the development of motivational 

attributes in students. 
2.2 Motivation to learn 

 Motivation is defined as an internal drive 

moving individuals to learn meaningfully [5]. 
Motivation leads learners to initiate a particular 

activity and determines how long they are 

willing to persist in that activity through effort 

put in it [5]. The motivated learners will actively 

adopt a deep approach to their learning. In a Self-
Determination Theory, learning motivation is 

categorized into  intrinsic and extrinsic types [6]. 

 Intrinsic motivation is considered to be the 

most autonomous form of learners’ self-
regulation. It refers to their interest in, enjoyment 

of, and satisfaction with, doing tasks in and of 

themselves. This type of motivation emanates 

from their “full sense of volition and choice” [6] 
and will be endorsed when their behavior is 

perceived as autonomous [6]. Extrinsically 

motivated behavior is, however, instrumental or 

controlling. It occurs when individuals perform 

tasks out of an expectation for external outcomes 

such as receiving a reward, avoiding 

punishment, or even gaining acceptance [7].  
 In self-regulated learning, motivation to 

learn is closely related to goal-orientation that 

underlies the purposes of performing tasks [8]. 
Goal orientation can be both intrinsic and 

extrinsic. Intrinsic goal-oriented learners will 

participate in a task for internal driving such as 

challenge, interest and mastery. By contrast, the 

behavior of extrinsic goal-oriented learners is 

driven by external forces, such as expectations 

for good grades, rewards or positive evaluation 

of others. 
2.3 Motivation and online learning 

 Understanding students’ motivation to 

learn in online environments has been gaining 

much interest among researchers. For example, 

Martens, Gulikers, and Bastiaens [9] argue that 

online learners are required to be intrinsically 

motivated since the success of this learning 

requires them to use self-regulated strategies and 

be engaged in learning with curiosity. Similar 

findings are found in the study by [10] indicating 

that online students are more intrinsically 

motivated than their on-campus counterparts. 
Poor motivation has been asserted by [11, 12] as 

a key factor that result in a high rate of students’ 
dropout. 
 Online environment itself is perceived as 

motivating. Online learning has been perceived 

to be favorable due to their potential for learning 
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flexibility—physical barriers that normally exist 

in face-to-face instruction are removed [13]. As a 

result of better access to learning, students with 

other responsibilities (e.g., family or work) can 

study at a distance.  
 Nevertheless, a cautious remark is made 

about limitations of online learning. The isolated 

atmosphere of e-learning is found to eliminate or 

reduce face-to-face, interactional aspects [14, 15] 
which are the key elements for effective teaching 

[16]. Students’ feelings of frustrations with 

technical difficulties also influence their 

decisions to withdraw from e-courses. Issues 

about students’ high attrition rates as a result of 

lacking self-regulated learning skills [17] are also 

raised. 
 Based the literature discussed above, we 

see that motivation is a crucial key to success in 

online learning and thus become a primary 

reason for conducting this study. Additionally, 

research exploring motivation in online learning 

has been found limited [18], especially during the 

time of pandemic. Little evidence has been 

reported about tangible outcomes of such online 

learning. A report on students’ attrition rates in 

online educational contexts [19, 20] highlights 

the complexity of the factors that influence their 

motivation to learn and consequently the need 

for greater understanding of it. The current study 

aims to address this gap. It seeks to investigate 
students’ motivation to learn online during the 

Covid-19 outbreak where lecturers have shifted 

their pedagogical approach to adapt to changing 

situations. 
 

3. METHODS 

 The current study set out to investigate the 

extent to which the online learning impacts upon 

learning motivation of a specific group of Thai 

students. Specifically, it sought to discover how 

the students perceived online learning with a 

focus given to their motivation to learn. In this 

study, motivation was particularly examined as 

it has been viewed as one of the most important 

prerequisites contributing to accomplishment of 

online learning [5]. Based on this main purpose, 

two research questions (RQ) are posed as 

follows: 
 Research questions: 
1. To what extent do the students develop their 

motivation to learn via video conferencing 

platforms?  

2. What are the factors influencing students’ 
development of motivation to learn in their 

online environments? 

 Participants 

 The setting of the study was a university in 

Thailand. The 54 Thai students were recruited 

into this study, among of whom were 27 females 

and 27 males. Their participation was voluntary. 
The 15-week course consisted of 45 hours of 

instruction focusing on IT skills development. In 

response to the COVID-19, the 3-week course 

instruction had been suspended and then shift to 

online modes conducted via video conferencing 

applications or e-platforms: Zoom, Webex and 

Google Meet, where the permission to access 

cameras was given with videos kept on. 
 Instruments and data collection 

 In addressing RQ1, the levels of students’ 
motivation were measured after participation in 

the online learning, compared to that perceived 

in face-to-face instruction. A shorter version of 

Deci and Ryan’s Intrinsic Motivation Inventory 

(IMI) with 22 items was adopted in the study as 

it has been proved a reliable measurement with 

predictive validity [6].  
 The modified IMI measured four areas of 

intrinsic motivation: interest/enjoyment, 

perceived competence, effort, and perceived 

choice. The interest/enjoyment subscale is the 

only subscale that directly measured learners’ 
intrinsic motivation while the effort, perceived 

competence and perceived choice are predictors 

positive to  motivation [21]. The Cronbach’s 
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alphas for the scales of interest/enjoyment, 

perceived competence, and effort were 

considered as robust (α > .70). The low alpha 

value in the perceived choice (α > .62) was in part 

due to the small number of items made up the 

sub-scale. 
 To provide further insight into students’ 
development of motivation in online learning, as 

addressed in RQ 2, a semi-structured interview 

was conducted with five of the students who 

were purposively selected by their academic 

achievement. These students were assured of 

their anonymity and encouraged to give honest 

responses. The interviews were analyzed by the 

authors who checked for keywords and recurring 

themes.  
 Data analysis 

 The collected data underwent quantitative 

and qualitative analyses. Quantitative data were 

derived from the 5-point Likert-type scales 

questionnaire. The data were analyzed using the 

Statistical Package for the Social Sciences 

(SPSS) program (version 21). To address the 

research questions, both descriptive and 

inferential statistical tests (dependent T-Test) 
were carried out. Two hypotheses have been put 

forward as follows: 
H0 = There is no change in students’ motivation in 

online learning environments. 
H1 = There is a positive change in learners' 

motivation in online learning environments. 
 Each item on the IMI was given a score 

from 1 to 5 (a Likert-type scale). The scores were 

collated according to the participants and 

question number, bearing in mind that questions 

4, 6, 12 - 16, 21 and 23 were reverse-scored. The 

final scores were averaged for each of the four 

subscales.  
  

 

 

 

 The qualitative data derived from student 

interviews were conducted in Thai and digitally 

recorded. The recordings were then transcribed 

verbatim and translated into English for the 

thematic analysis. The themes emerging from the 

data were identified, coded, reviewed, and 

finally defined before writing a report. 
 

4. RESULTS AND DISCUSSION  

RQ1. To what extent do the students develop 

their motivation to learn via video conferencing 

platforms? 

This section first reports the findings for 

RQ1 examining the extent to which the students 

perceive a change in their motivation to learn in 

video conferencing-based environments. This 

question was posed to track levels of students’ 
motivation in the areas of interest/enjoyment, 

perceived competence, effort/importance, 

perceived choice and value/usefulness.  
Means (M) for motivation obtained in the 

questionnaire, together with standard deviations 

(SD), were calculated. The criteria used as a basis 

for the interpretation of the mean ratings are as 

follows: 4.51–5.00 = very high; 3.51–4.50 = high; 

2.51–3.50 = moderate; 1.51–2.50 = low; and 1.00–
1.50 = very low. Subsequently, a paired-samples 

t-test was conducted to measure whether rates of 

change in means of each construct differed in 

students’ motivation in online environments as 

compared to in-class learning (α=0.05). Results of 

the analyses are presented in Table 1.  
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Table 1. Means and significance tests for students’ motivation 

Motivation N 
Means (SD) Means 

difference 
t 

p 

(two-tailed) In-class Online 

Interest/enjoyment 54 4.21 (.69) 2.7407 (1.04) 1.47 (1.39) 7.767 .000 

Competence 54 3.90 (.65) 2.4704 (.93) 1.43 (1.10) 7.883 .000 

Effort/importance 54 4.04 (.68) 3.1620 (.86) 0.88 (1.34) 5.641 .000 

Perceived choice 54 3.65 (.69) 2.6111 (.95) 1.04 (1.15) 6.971 .000 

Value/usefulness 54 4.54 (.60) 3.3630 (1.05) 1.18 (1.24) 6.989 .000 

The results from the dependent-samples             

t-test analyses as depicted in Table 1 indicate the 

statistically significant changes in a negative 

direction for all of the five sub-constructs of 

motivation, suggesting that the online learning, 

as compared to traditional, in-class instruction, 

had a negative impact upon the development of 

students’ motivation to learn. In other words, the 

students became less motivated when learning 

via e-platforms: they lacked interest in engaging 

with online activities, felt incompetent in their 

ability to learn, felt having no choice to learn, 

and devalued experiences they derived from this 

learning with less effort put into it. 
 

RQ2. What are the factors influencing students’ 
development of motivation to learn in their 

online environments? 

This section presents qualitative findings 

from an analysis of the student interviews. The 

four themes emerged as factors influencing their 

motivation for online learning were identified as 

follows: 
Management of learning environments  

The most identified aspect of online 

learning viewed by all students as disadvantaged 

was related to their experience in unfavorable 

learning atmosphere. For example, Student1, 

though perceiving freedom to learn anywhere, 

still had difficulties in managing her learning 

environments, as said, “At home, while I was 

learning, my mother was doing the housework 

and my little sister was playing around. I found 

it disturbing.” Similarly, as getting “distracted 

very easily” when studying online at home, 

Student2 expressed her preference for in-class 

learning since she felt more focused on the 

ongoing lectures. 
Learning interactions and support 

In the online learning, it seems that the 

learning process cannot reach its full potential 

due to a lack of direct interactions and support. 
In other words, students’ limited contact with a 

lecturer might be at the root of students’ 
frustration. For example, although being 

structured to learn online via Zoom under the 

supervision of her lecturer in the perceived “non-
threatening” learning atmosphere, Student2 felt 

lost due to a perceived lack of sufficient support: 
“…It’s not convenient for me to seek immediate 

help either from my peers or teacher.” There are 

reasons underlying the students’ reluctance to 

seek help in this online learning.  
The particular characteristics of the online 

learning seems to influence students’ decisions 

about whether to seek help. The students in this 

study preferred not to seek help as viewing 
behavior of interrupting the ongoing lectures as 

impolite. Besides, students’ dissatisfaction with 

peer collaboration was noted in the responses of 

Student2; that is, her project team members were 

found less engaged in online discussion. Feeling 

a lack of learning community, the student found 

online learning boring and unengaging. 
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Regulating attention and effort 

From the interviews, the students reported 

on poor ability to regulate their effort, as shown 

in their use of poor learning strategies: “a 

computer was left on and I was doing other 

things else. I hardly pay attention to the [online] 
learning.” (Student3) and “I often shift to 

Facebook after a few minutes of [online] 
learning.” (Student4). Furthermore, completing 
examinations online from home, some students 

admitted cheating on quizzes just to obtain good 

scores.  
It seems that all students vary in degrees of 

their capabilities and confidence while learning 

online. Based on the students’ self-reflection 

responses, the failure to regulate their learning 

effort is caused by a lack of autonomous learning 

attributes. For example, the student4 who rated 

herself as having a low academic competence 

said: “I have no motivation to preview lessons my 

lecturer posted before [online] class meetings. I 
didn’t even watch the clips which was recorded 

for self-study revisions.” She thus expressed her 

preference for teacher-dependent class in which 

the lecturers physically present in her brick-and-
mortar class helped stimulate her to learn.  

Additionally, students reported on a need 

for more effort invested into online learning. The 

intense focus on words and sustained eye contact 

made them feel exhausting. For them, more than 

an hour of e-learning was considered too long to 

be attentive, resulting in a subsequent report on 

lapses in their attention to lectures. 
Technical problems 

Unsurprisingly, technical difficulties were 

found to hinder students’ learning process. More 

than half of the students reported on a lack of a 

computer, which hampered them from actively 

engaging in online activities and developing into 

more active learners. Frustration with turning 

microphones on and off, lagging connections 

and background noise was found to impact upon 

the quality learning acquisition, as remarked by 

Student1: “There were delays between images 

and sounds, and I had difficulties to understand 

or catch up with lectures.” Due to this problem, 

the students seemed to be less motivated and less 

persistent in the learning. 
 

5. CONCLUSIONS 

 COVID pandemic made us realize the 

importance of technology as providing solutions 

during COVID pandemic crisis. However, there 

have been concerns over how the shift to online 

learning is adopted in a way that provides quality 

e-learning.  
 The findings in this study reveals students’ 
lack of sufficient motivation in online learning. 
This lack is manifested in students’ report on 

difficulties in managing study environments, 

regulating effort, and disciplining themselves to 

learn. It appears that this disinclination to take on 

active roles in learning was demonstrated in the 

forms of being easily distracted and using poor 

learning strategies. These may be explained by 

taking into account an interplay of contextual 

factors that imposed constraints on the learning. 
 Online learning modes may not be viewed 

as a panacea in the time of Covid-19 crisis. Due 

to the abrupt shift from a face-to-face class, the 

problems emerging in this study may be partly 

rooted from poor preparedness for e-learning 

pedagogy with a lack of key elements associated 

with quality learning—Internet accessibility, 

learning flexibility and IT infrastructure support 
[15]. Apart from that, students’ attributes are the 

factors involved. The students’ inability to take 

control of their learning may negatively affect 

their engagement in the learning, as noted in this 

study. 
 There is thus a need to re-design the online 

learning either for future use or in times of crisis. 
Lecturers should start by guiding their students 

on how to learn online effectively. The finding 

that suggested the preference for lecturer control 

might indicate students’ insufficient confidence 
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and lack of strategies needed for learning online. 
As such, training in self-directed learning should 

be arranged to psychologically prepare them for 

challenges that might happen. 
 The provision of autonomy support should 

not be overlooked. Lecturers need to make clear 

the kind of support they should provide if their 

students need it. Consultations via e-mails or 

other platforms after online meeting is needed 

especially for the academically underprepared 

students. technical difficulties can also be solved 

by prerecording video lectures [15]. Learning 

atmosphere needs to be managed in a way that 

promotes interactions and collaboration; that is, 

students could seek help, share ideas and search 

for learning solutions with their friends. In short, 

provided with sufficient help, students are likely 

to feel cared for and supported [22], possibly 

boosting motivation and preventing them from 

resistance to this kind of ‘perceived’ insolated 

learning. 
 As the progress of online learning depends 

on students’ levels of active learning outside of 

class, emphasis should be placed on pedagogical 

issues. Rather than restricting assessment to 

formal tests, lecturers may employ various types 

of formative assessment possibly administered 

either in synchronous and asynchronous forms. 
Learning experience should also be personalized 

by making use of self-reflection learning tools 

(e.g., logs) since the tools are useful in helping the 

students reflect on their learning by looking into 

problems they faced, trying out solutions to 

those problems and evaluating strategies they 

use. In so doing, the students will be given an 

opportunity to exercise skills in attention control 

and develop into more motivated, responsible 

learners. 
 Based on the findings as discussed above, 

there is a compelling argument that lecturers also 

need to update their IT skills and be trained for 

professional development that is focused more 

on e-learning pedagogies. By the training they 

will be equipped with strategies that help make 

their online teaching effective even at the time 

of crisis. 
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